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1.0 EXECUTIVE SUMMARY

A multidisciplinary team of engineers and scientists from five universities has examined major aspects of

safety for the Flight Telerobotic Servicer (FTS) program. The team has identified several requirements for safe

operation of the FTS. They include an overall monitor (or watchdog) system, a single clear line of control at all

times, special modes and sensors that apply when an astronaut is inside the FFS' work envelope, confirmed

reporting of current status, and manual modes for testing and emergency situations.

TERRESTRIAL EXPERIENCE WITH ROBOTS

has

Terrestrial industrial experience is applicable to FTS's development and use. A checklist of FTS safety issues

been developed, based on experience with terrestrial robots. It covers:
Environment

Programming
Hazard assessment

Training and certification
Mechanical considerations

Electrical considerations

Procedures

Key points of the checklist are:

Need for EVA control when an astronaut is nearby

FTS status must be available continuously to the astronaut

FTS must have astronaut sensing devices

Assurance that stored energy is released safely

Safety software in the control system

HUMAN PERFORMANCE

New methods of modeling human performance can facilitate the use of FFS. Simulations will be important

at all stages of FTS life.

Human response to b-TS system failures deserves special consideration. Several power-up modes could allow

recovery from failures. For example, a "weak and slow" robot mode could minimize the danger to an astronaut

who must free a manipulator manually. Perhaps several programmable levels of robot "strength" and "speed"
would be useful.

When a task involves three participants (two astronauts and the FTS), there must be a single point of control.

It may shift with time as new subtasks are performed. However, team members should learn about changes and

acknowledge their acceptance of them before the next phase or subtask begins.

A speech synthesizer in the FTS might be beneficial. The telerobot could then "announce" completion of

subtasks and plans for the next operation. This would improve communications, a vital element in safety.

SOFTWARE

Development and design of FTS software is a key challenge. The following are major considerations in

software development and evolution.
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A design philosophy for validation and verification (V&V) must be applied to every software module.

Methods such as design analysis, technical review, and testing must be applied in all stages. For rule-based AI

software, system requirements, design and development details, and test plans must be documented.

The anticipated FTS tasks must be analyzed to identify operating modes. Safety considerations can then be
defined for each mode.

An overall system monitor (or Watchdog) should be part of the safety-related software. Although it may be

costly, the Watchdog should cover all, or at least most, safety aspects. There must be a specification of any omitted
items.

NASREM ARCHITECTURE

The FTS's computer architecture is assumed to be derived from the National Bureau of Standards Standard

Reference Model (NASREM) for telerobot control systems. NASREM allows for a planning mechanism that

provides intrinsic system safety through its operation under hazardous conditions. The planning mechanism

uses anomaly detectors and anomaly mappers that generate contingency plans after:
Identifying subtasks that are hazardous and hence unexecutable;

Using evaluations of these subtasks in future plans.

Validating the safety system by demonstrating how specific sets of anomaly detectors work in test cases.

WORKSTATIONS

FFS workstations should have the following characteristics:

Require minimal training for special tasks

Provide standard interfaces with easy hookup

Use graphical languages and other modern user interface features

Provide automatic methods for viewing robot motions and reach.

Workstation development provides many opportunities for technology interchange. Equipment designed

for the physically disabled and commercial user interfaces can be sources of new ideas. Notational systems

derived from choreography and music might provide effective ways to direct and monitor moving robots.
Systems-Assurance analysis developed for KSC launch activities and nuclear power plants may be useful in
developing safety procedures.

DESIGNING SAFE SPACE STATION SYSTEMS

Safety issues must be key factors in FTS design, development, and evolution. The FTS and the Space Station
system should be designed to work together with maximum safety for the astronauts, the robot, and the Station's

operating and scientific subsystems. The earlier in the design process this is recognized, the better. If such design

and development work is successful, the FFS--Space Station combination will be more robust, and more

intrinsically safe, than the Station by itself. There are several reasons for this. The Space Station is much bigger

than the FTS and less testable. A properly designed and tested FTS can improve safety by performing part of the

regular inspection and maintenance of the more fragile Space Station. The FFS can also improve Space Station
safety by reducing the need for EVA and by allowing more appropriate allocation of tasks for astronauts.
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2.0 OVERVIEW

Congress specifically directed that a robot, designated the Flight Telerobotic Servicer (FTS), be developed

and deployed with the first elements of the Space Station for use in construction and maintenance. It would also

service external experiments and satellites.

Congress wanted to support the development of new tools for space work and to advance the technological

position of United States industry in advanced robotics) NASA reports every six months to Congress on its

progress in nurturing advanced automation and robotics within the Space Station program and on the

development and eventual use of the FTS. 2

Responsibility for developing the FTS was assigned to Goddard Space Flight Center (GSFC) in 1986,

approximately one year after the start of detailed planning for the Space Station. There is no doubt that robots
will be needed on the Station because of severe manpower limitations. Only six crew members are scheduled

to occupy the station at first. The station will be the largest and most complex object ever placed in space. The
crew's attentions should be on projects the Station will support rather than on upkeep. The FFS is to be a primary

on orbit aid for automated maintenance. It should also provide significant support in the Station's construction,

or first element launch (FELL phase.
Maintenance is an essential part of a long-term program like the Space Station. Astronauts did extensive EVA

repairs to the U.S. Skylab and Soviet Mir station that enabled their missions to continue. However, lack of a robotic

tug to attach to and boost Skylab resulted in the loss of a usable facility. The Soviets have used such tugs to

resupply the Mir station.
The United States has used a limited robotic arm, the remote manipulator system (RMS), onboard the

orbiters. 3 The RMS is used to deploy and retrieve payloads from the orbiter bay, capture satellites, provide a work

platform for astronauts, and inspect the sides of the vehicle. The RMS is a relatively light structure with limited

strength. It is too fragile to be used on Earth and is only operational in the zero-gravity of orbit. RMS is

representative of a more advanced arm to be used by the mobile servicing center (MSC) planned for Space Station.

The RMS has proved extremely useful within the Space Transportation System (STS), even under conditions

beyond the original design constraints. However, on orbit testing has led to the imposition of operational
limitations. For example, the vernier rockets of the orbiter are not fired when the RMS is extended and attached

to large payloads. The FTS can be a far more rugged device that the RMS or the equivalent arm of the proposed

MSC for Space Station and will certainly be more compact. Thus, FTS can be tested aggressively on the ground

and its use planned with far greater confidence than could that of the RMS or MSC.

2.1 NEED FOR STUDY AND FOCUS

Studies of industrial safety far predate NASA. However, NASA is unique in making safety a paramount

concern in virtually all aspects of its operations. NASA draws on the safety experiences of industry and also

returns technologies and safety techniques to the national economy. For example, tools developed to analyze
rocket launch reliability at the Kennedy Space Center 4 have industrial applications such as safety systems for

nuclear power plants.

The FTS will present NASA with many safety concerns. It should provide new ways to enhance the safety

of space operations. For example, the FTS should reduce the need for EVA, increase EVA productivity, inspect
completed work and provide objective recordings to others, and later operate with orbital transfer vehicles at

great distances from the Space Station. FTS can serve as a model for new tools specific to space, new options to
aggressively maintain safety of the station on orbit, and new ways to test concepts in assembly or module

changeout. Such uses of FFS could shorten the design cycle. In addition, safety lessons learned while developing

and using FTS could find applications in the nation at large.
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The FTS Program Office at GSFC decided to support a broad study by researchers from four universities to

identify major safety issues. Each university provided experience from a different research area. The study was

organized and administered by the Consortium for Space/Terrestrial Automation and Robotics (C-STAR), a

division of the Universities Space Research Association (USRA). For the period (August 1987 - January 1988) of

this study, C-STAR was headquartered at the California Space Institute of the University of California at San

Diego. The four principal investigators, their universities, and their areas of investigation are listed in the

Executive Summary (Section 1.0).

Conceptual design of the FTS and its applications begin in late 1986. At the start of the Human-Robot Safety

(HRS) study, only a strawman design of the FFS was available. 5 Several example FEL tasks for FTS to perform

during assembly had been identified. They included connecting thermal pipes, installing electrical and other lines
in utility trays, inspection, and assembly of structural components. Clearly, the team could consider a very wide

range of operations, types of robots, and environments. However, in view of the preliminary nature of both the

study and the status of the FTS and Space Station architectures, NASA and the project team decided to focus on

a particular task. Two iterations were required.
The first meeting of the HRS Project Team occurred on August 25 (evening) and August 26, 1987, at the

Goddard Space Flight Center in Greenbelt, Maryland. The following scenario was chosen as the reference for

safety issues: Suppose the telerobot fails to release a high pressure pipe joint, and an astronaut must go EVA to

determine the problem. This "worst case" approach, although dramatic, was found useful in identifying key

safety issues. NASA provided the team members with the following materials:

• Videotape of truss assembly simulation
• Artwork showing FTS "at work"

• Briefing slides of the presentations made during the meeting
• NASA handbook on EVA.

The second meeting of the HRS team occurred at the Jet Propulsion Laboratory onNovember 21-22, 1987. At

that meeting, the team decided to focus on the connection of electrical utilities and utility trays. This was driven

primarily by the desire to consider a more detailed example of a task that would take advantage of the NASREM

computer architecture. A description of connecting utilities was available in the documentation of the strawman
FTS.

2.2 BROADER CONSIDERATIONS

Sections 3 through 6 present the results of the Auburn University, Rensselaer Polytechnic Institute, University

of Michigan, and University of Texas-Arlington teams. Because Cal Space has been active for several years in

planning automation and robotics for the Space Station, it considered the broader implications of the FTS for

Station design, implementation, operation, and evolution. Section 7 discusses the general topic of designing for

safety.

FTS is the first serious effort to develop tools specifically to leverage the precious work hours of IVA and EVA

astronauts. Operations planners could reserve EVA for key tasks such as final certifications at the system level.

They could develop contingency plans that focus on the best use of EVA astronauts in dealing with unanticipated

problems that require the full capabilities of humans.
FTS will be left on orbit from the first FEL mission. Continuing review of STS schedules will likely reveal

situations in which it will be vital to have a mobile FTS available to work under ground control. FFS can be used

to create new options for assembly that are not constrained by the limited EVA time allowed during the FEL

period.

The advantages of having more than one FTS should be explored aggressively. Multiple FFSs might

eventually be teamed with astronauts to allow wider dispersal, while still maintaining safety equivalent to the

EVA buddy system. The use of FTS subsystems in an "active" inventory should be considered. For example, FFS

gripper or control units might be used for IVA laboratory operations and yet still be available for changeout with
a full unit.

Mobility is a critical issue in FTS development and application. It would greatly extend the FTS's range of

tasks. Mobility might be provided by _ detachable plug-in unit. However, this possibility must be anticipated.
Because the FTS is a computer/data intensive system, it can in principle be self-documenting. It can supply

data on both normal and unusual operations. Such data can be used to help reprogram other FTS or spare

subsystems without the long training periods required by astronauts. During design and testing of Space Station

components, FTS subsystems can be used for documentation like a standard astronaut with perfect memory.
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3.0 ROBOT SAFETY:

Dr. L. Ken Lauderbaugh

Ms. Davetta Montgomery

Mechanical Engineering Dept.

Rensselaer Polytechnic Institute

INDUSTRIAL EXPERIENCE

3.1 INTRODUCTION

3.1.1 Background and Approach

This chapter is the product of a study of many journal articles and reports that discuss the issues of terrestrial

robot safety, especially the experiences gained from the studies of robot accidents and safeguarding procedures.

This study culminated in recommendations for the safe design of the Flight Telerobotic Servicer (FTS), presented
in the form of a safety checklist.

3.1.2 Organization of Chapter

The chapter has three main sections. The first section discusses terrestrial robots, beginning with a

compilation of information available on robot fatalities, accidents, and near accidents. The study of terrestrial
robot accidents points up the areas where safeguards are necessary. This section also contains information on

domestic and international robot safety standards. It concludes with intrinsic safety design guidelines for
terrestrial robots and robot systems.

The second section discusses FTS robot safety. It begins with safety design guidelines specific to the FTS
application and concludes with an FTS hazard assessment checklist.

The final section discusses some developmental work that remains to be done.

3.2 TERRESTRIAL ROBOTS

3.2.1 Fatalities, Near Accidents, and Accidents

One way of recognizing the requirements for robot safeguards is by studying robot accidents. Accident

reports are difficult to locate, and the authors were unable to identify any United States agencies that collect

reports of accidents involving robots. As an example, while the National Safety Council was able to furnish a

bibliography of reports and articles which deal with robot safety and robot accidents, it does not collect data or
generate statistics on fatalities, near accidents, or accidents.

A few sources from outside the United States present such results, summarized in the following two sections.

3.2.1.1 Fatalities

Despite their high operating speeds and often unpredictable movement, the total number of fatalities

associated with the operation of robots is much less than with other industrial machines. To date, five reported

and documented fatalities internationally have been associated with the operation of industrial robots. 1 The most
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recent fatality occurred in the United States and the previous four occurred in Jap_an. The higher incidence of
fatalities in Japan may be attributed to two things. The Japanese definition of robot 2 includes many more classes

of industrial equipment than the definition in the United States. Japan also has longer experience with industrial
robots.

The five fatalities are:

1. Japan, July 1981. A repairman climbed a safety fence to work in a robot's work space while the robot was

operating. The robot pushed him from the rear into a grinding machine and he died.

2. Japan. A worker climbed onto a moving conveyor while a robot was idle, but still operating. The robot

moved and squeezed him to death.

3. Japan. A worker reactivated a robot after servicing a machine near it. The robot moved, pinning and

crushing the worker to death against the machine.

4. Japan. One worker started a robot while another worker was in the robot's work space. The robot pushed
the second worker into a positioning fixture and killed him.

5. US, July 1984. A worker was pinned by a robot against a pole and crushed. He died 5 days later. A legal
suit was filed and his family was awarded 10 million dollars.

These fatal accidents have four things in common.

1. In almost all cases, the worker entered the robot's work zone to correct a minor problem in interfacing
equipment like conveyors or metal working machines, but not in the robot itself.

2. While in each case the worker was experienced, he did not follow safety procedures, was complacent, took
unnecessary risks, or was in error.

3. The robot struck the worker from behind without warning.

4. The worker was pinned by the robot against another machine or a structure in the work space, and the
worker was killed by the other machine or by crushing.

From these commonalities, needs for safeguarding procedures become apparent. For example, it is clear from

point four that a robot's work space must be designed to permit clearance for operators to move safely between

the robot and other equipment. Much of the remainder of this report is devoted to the discussion of this very
important issue of safeguarding against accidents.

3.2.1.2 Near Accidents and Accidents

As with the discussion of fatalities, common points can be drawn from the studies of near accidents and

accidents, and needs for safeguards can be identified.

A Swedish Study. A robot accident is defined as an occupational injury in which a robot is involved. The
report of a study conducted in Sweden from 1979 through 19833 summarized 36 reported robot accidents. In

almost all cases the robot was a manually controlled manipulator, which was performing pick and place
operations.

One finding from the Swedish study was that most contact occurred during adjustment in the course of

operation (14 cases) or during repair, programming, or other operations (13 cases). This is in agreement with other

studies that showed that of the four principal modes of operation: installation, teaching, normal, and mainte-

nance, teaching and maintenance are the most hazardous modes, during which the largest chance of injury to

workers exists. This is because during teaching and maintenance it is often necessary to have a worker within the
operational envelope of a active robot.

If an active robot makes an unexpected movement, a human worker in its work cell is in danger of being
struck. The possible causes of unexpected movement include, but are not limited to, software error, control

problems, component failure, electrical noise, oil pressure valve trouble, encoder related problems, and electronic

malfunction. In addition, human errors, such as accidentally or prematurely returning a robot to power-on
position when a worker is in its work cell, cause many injuries.

The Swedish study reported injuries to the following parts of the body: finger (12 occurrences), hand (7), arm

(2), back (4), head (6), neck (1), leg (2), rib (1), tooth (1). Even with the number of head injuries, most workers
required only short periods of sick leave. There were no fatalities.
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A Japanese Study. A Japanese study of robot accidents found that over thirty-eight percent of reported
accident situations were the result of erroneous actions of robot operators. 4 When the design of a robot is not

intrinsically safe, itssafe operation depends heavily upon the skills of the person working with it, and the risks

associated with operation are increased. This explains the importance of training and continually retraining

people who work with robots, in order to improve their skills and reduce the occurrence of accidents.

Common Points. Some common points appear in these and other reports 5 of human injuries from robot
accidents.

1. The majority of injured workers are operators or maintenance personnel; however, the curious and risk

taking outsider may make unauthorized entry into the robot's work space and be in danger.

2. Robot gripper to human hand contact is most typical.

3. Workers are sometimes trapped or pinned by the robot against other equipment or the work space
enclosure.

4. A robot manipulator may release an object during normal or aberrant operation, or during a stop, and that

object may contact and injure a worker.

It is important to recognize that a robot may appear "dead" to a worker, when in fact it is powered and in a

software dictated hold period, waiting for its next move command. A worker could interpret this inactive status

as powered down and approach the robot, placing himself or herself in danger. To safeguard against this hazard,

rotating lights should be positioned on the top of robots to indicate a power-on condition. This indicator is

usually fail-safe, since failure of both the bulb and of the rotating mechanism are required for indicator failure.

3.2.2 Terrestrial Robot Safety Standards

Because of a robot's operational characteristics and its unique nature of association with operators and

maintenance personnel, safeguarding standards for traditional industrial machines and equipment are not

applicable to robots. Discussions of the necessity for and the develol_ment of safety standards for industrial robots
and robot systems were contained in many reports and articles. 4'6-' ] Domestic and international standards and
comments about them, where available, follow. 2

USA: ANSI/RIA 15.06 "American National Safety Standard for Industrial Robots and Industrial Robot

Systems" Robotic Industries Association, 1986.

Objective of the standard is to enhance the safety of personnel who work with industrial robot

systems by establishing guidelines for the construction, installation, care and use of industrial robots.

Compliance is voluntary. The standard specifically excludes space robots. The standard may be ordered
from RIA or ANSI.

UK: Machine Tools Trade Association (MTTA). "Safeguarding Industrial Robots, Part 1: Basic

Principles" 1982.

MTTA, with Health and Safety Executive (HSA) assistance, developed a industry code of practice

covering hazard identification, risk assessment and safeguarding of industrial robots, with emphasis on

programming and maintenance modes.

USSR: GOST-SSBT. "Industrial Robots, Robotised Installations and Robotised Shops" 1982.

Japan: JIS B 8433. "General Code of Safety for Industrial Robots" 1983.

West Germany: VDI Guideline 2853. "Safety Requirements Relating to the Construction, Equipment
and Operation of Industrial Robots and Associated Devices" 1984.

East Germany: TGL 30267/01. "Industrial Robots for Machine Tools; Terms; Requirements, Safety
Measures" 1982.

France: AFNOR Standard, in preparation.
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Letters requesting copies of the safety standards were sent to the robotic safety agencies of Sweden, Canada,

Japan and Great Britain. Japan and Great Britain replied as of the date of this writing; the Japanese sent a purchase

order for their standard written in Japanese, not English, and Great Britain sent literature, but did not include
standards information.

The discussion now turns to safeguarding through intrinsic design and operation guidelines.

3.2.3 Intrinsic Safety Design and Operation Guidelines

The most certain way to ensure safe operation of a robot system is to design the system for intrinsic safety.

The Merriam-Webster Dictionary defines "intrinsic" as "belonging to the essential nature or constitution of a

thing." An intrinsically safe system therefore is one that operates safely, independent of external systems.

Designing for intrinsic safety is important for two reasons: The safe operation of a robot that is not intrinsically

safe additionally taxes the robot operator's skills. And operator errors cause a significant percentage of industrial
accidents,

A number of sources that address the design for intrinsic robot safety were identified. 13q8 Two other

sources 19-20 provided general hazard assessment checklists comprised of a lists of questions that alert robot

system designers to specific safety issues, and thus help the designers improve the intrinsic safety of their systems.

These checklists served as a frame for the FTS hazard assessment checklist presented in section 3.3.2.

The following sections discuss safety issues characteristic of specific areas of robot system design. While the

issues are discussed in the context of terrestrial robot safety, many of the intrinsic design and safeguarding

procedures are equally applicable to the space environment. Developing upon these terrestrial safety issues

resulted in the checklist presented in section 3.3.2.

3.2.3.1 Robot Programming

The act of programming a robot to perform a series of actions is referred to as teaching. Below are many

common concerns for safe operation of a robot during teaching.

1. When a robot is in the teach mode, whether it is controlled through a mobile teach pendent or the main

console, it is recommended that the robot operate at a slow velocity. Although it is difficult to generalize

from one robotic system to the next, a maximum velocity of 250 mm/sec has been suggested by many

sources, including the American National Standard. (In space this maximum velocity will need to be lower.)

2. The teacher should have complete control of the robot, especially when within the robot's working
envelope.

3. Control of the robot by two or more teachers should be avoided.

4. Restart of the robot should be possible only from outside the robot's work cell and only after all systems
have returned to normal operation.

5. The teach pendent should have a three position deadman switch which initiates an emergency stop if the

handle is either released or squeezed too tightly, as it may be in an emergency or panic situation.

a. This switch should be deadwired to the stop circuit, and not pass through software links, which

when down, could fail to prevent an emergency stop.

b. There should be separate drive and encoder disconnects, so that when the robot is powered down

in an emergency stop situation, position data are not lost.

3.2.3.2 Protecting Against Human-Robot Contact

Experience has shown that it is necessary to have layers of protection between the robot and humans who

share the robot's work space. The outermost layer is a peripheral barrier. If the peripheral barrier is penetrated,

presence sensing capabilities are required to alert the robot's safety system to an invasion. They must also initiate

an emergency stop or activate a collision avoidance routine.

Barriers. The outer layers of protection for a worker from a terrestrial robot are peripheral barriers, like

fences, ropes, and chains, to prevent him or her from entering the operating robot's cell. In addition, the work

cell may be delineated with lines painted on the floor or signs hung in the area.
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The most effective barrier for preventing unauthorized access is an electrically charged interlock fence

(obviously impossible in space). Through control circuitry, power to the robot is interrupted when an interlock

fence is opened. Power cannot be restored until the gates are secured and an operator activates a restart button

positioned outside the peripheral barrier.

Presence Detecting Devices. As mentioned earlier, many accidents occur when curious or complacent

workers penetrate a peripheral barrier and enter an active robot's work cell. In these instances, it is desirable to

equip the robot with an intelligent means of detecting workers and preventing contact with them.

The inner layer of safeguarding against human-robot contact is the application of presence detecting devices

that are linked to the robot's safety system. The simplest kind is a pressurized floor mat that causes an emergency

stop of robot activity when stepped upon. But often it is necessary to employ more sophisticated tactile, proximity
and range, and machine vision devices for presence detecting. 21-25 Many of these sensors detect not only a

human's presence, but also an object entering the working envelope or objects within the envelope changing

positions. Some presence detecting devices are:

• light curtains/photoelectric sensors

(photoreceptor and infrared directional light source)
• motion sensors:

- ultrasonic (echo-ranging)
- microwave

- infrared

- capacitance

• magnetic field detectors
• vibration sensors

• acoustic sensors

• supersonic
• laser
• visual

• hall effect

• inductive

• electrostatic

• sonar

Each of these sensing devices has specific capabilities, ranges of operation, and reliability. By incorporating

more than one type of sensor into a sensory system, that is, by utilizing multiple sensor integration (MSI), the
overall safety level of the robotic system can improve. Sensory information from more than one source is

combined and compared to give more accurate information in real time, reducing the impact of a single sensor's
failure.

Many features must be considered when selecting sensors and sensory systems to operate in real time. Ideally,

the sensors should have the following properties:
• high accuracy

• high precision

• operating range broad enough to encompass all possible hazards, but not so broad that they take in
extraneous information that would delay processing

• quick speed

• fast response

• compatibility with other components

• compatibility with the environment in which they operate
• easy to calibrate and hard to work out of calibration

• high reliability with large mean times between component failures

• straightforward operation, with minimum room for misunderstanding or improper operation

• simple and easily understandable (for both system operators and interfacing equipment) output character-
istics

Collision Avoidance. Once a worker's presence has been detected by the sensors in the inner layer of

protection just discussed, the next step is collision avoidance, the simplest form of which is emergency shut down

of the robot. A safety monitoring and control system 26 is being developed, because it has been recognized that
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emergency shut down may not always be practical or desirable; sometimes a human must share an active robot's

work cell, for example, during teaching and maintenance.

One sophisticated collision avoidance systems is a stand alone safety system developed at Rensselaer

Polytechnic Institute. 27-29 This system uses capacitance and acoustic elements and employs special mapping

algorithms and dedicated processors to map and memorize features within the operating range of the robot.

When defined parameters are violated during robot operation, corrective actions are taken.
Also under development is a "Watchdog Safety Computer" system, 3° an auxiliary safety computer that

monitors status and sensory inputs from the robot, the controller, and other sources. When it receives information

out of specification, the safety computer powers down the robot and notifies the system operator.

3.2.3.3 Kinetic Energy Control

The issue of controlling a robot's kinetic energy is often discussed in the literature. It is important to

incorporate methods of dissipating stored energy, especially during emergency power reduction, into the design

of a robot's components. Specific approaches to controlling and dissipating kinetic energy are discussed in section
3.3.1.6.

3.3 FTS ROBOT

The first issue to be presented in turning to the operation of the FTS robot is recommended safety design

guidelines, based on conclusions drawn from operating experience with terrestrial robots. Section 3.3.2 presents
a hazard assessment checklist for FTS systems designers to use in determining whether safety has been designed

into each system.

3.3.1 Intrinsic Safety Design and Operation Guidelines

This section presents a series of design and operation recommendations that have great impact on the FTS

system's intrinsic safety. Some of these issues are specific to the space application of robots and robotic systems,

while others are terrestrial issues that have been tailored to space use.

3.3.1.1 Environmental Concerns

Terrestrial robots typically operate in a very well defined and predictable environment, where the environ-

mental conditions usually do not vary widely. Conversely, the FTS robot will operate in the dynamic space
environment, where the world model is continually changing. Many of the sensors available today may not be

able to meet the demands of operation in space. This presents us with the unique challenge of designing sensors

and computational techniques capable of updating the dynamic world model in real time.

The fact that the FTS will operate in space presents many additional design challenges. When formulating

all component and system designs, the hazards associated with exposure to and operation in the space

environment must be considered. For example, designs should safeguard against damage from:

- electromagnetic radiation (EMR)

- earth generated radio frequency noise

- penetrating charged particles (ionizing radiation)

- meteoroids and space debris

- neutral atmosphere density
- induced environment and effects

- magnetic fields

- earth's gravitational effects

- plasma environments
and all other environmental conditions outlined in NASA Document JSC 30425 and references therein.
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3.3.1.2 Operational Modes

NASA document SS-GSFC-0031 states that there are four modes of operation for the the FFS: teleoperation,

both with EVA and without EVA; autonomous; combined teleoperation and autonomous; and transitional

between teleoperation and autonomous. In addition, aberrant operation must be expected. Safe and appropriate

responses to system and component failures must be preplanned and programmed into the operating software,

to prevent accidents. At the very least, the FTS should be safely powered down.

Teleoperation. The fact that the FTS will be teleoperated poses unique safety problems. First, the state of the

art in teleoperation will need to be advanced to satisfy the requirements of the space application. Further

developments of the state of the art in safety systems for teleoperated robots will also be required.

One of the strongest recommendations involves teleoperation of the FTS while an EVA astronaut is within

its working envelope. In this case, the EVA astronaut should have complete control of the FTS. Evaluation of

the issues surrounding accidents and fatalities resulting from robot-human contact supports this recommenda-

tion. The greatest danger of accident or death occurs during teaching and maintenance, times when the worker
is closest to the robot. For the worker to have anything less than complete control of the robot is extremely

dangerous.

While it may be advisable that two astronauts work together when on EVA near the FTS, dual control of the

FTS is very dangerous and should not be possible. One astronaut should have complete operational and shut
down control, while the other astronaut has only emergency stop control. (All EVA crew members should have

FTS emergency stop control designed into their space suits.) Recall the fourth fatal accident cited: One worker
returned a robot's power before a second worker was out of the robot's work envelope, and that second worker
was killed.

Return to autonomous mode of operation after teleoperation should be prevented until it is verified that all

EVA astronauts are outside the robot's work envelope. It must be determined whether initiation of autonomous

operation should be possible from a mobile teach pendent or only from the main console.

3.3.1.3 Preventing Astronaut-Robot Contact

NASA documents point out that while some of the astronaut crew will be FTS certified and some will not,

all astronauts who enter the FFS work space during EVA must be protected. As previously mentioned, one way

of protecting the authorized EVA astronaut is to ensure that he or she has complete FTS control. But what about

preventing unauthorized entry by an EVA astronaut into the FTS robot's work space? One terrestrial way of
safeguarding against this is to put up protective barriers and lay down pressure sensitive mats. Needless to say,

there must be a different approach to preventing astronaut-robot contact in space.

Safeguards must be available to prevent accidental contact or collision between the robot and an EVA

astronaut. The problem can be approached from two sides: How can we make an astronaut aware of the robot's

position and activity? How can we make the robot aware of the astronaut's position and activity? An industry-

proven way of alerting a worker to the status of a robot has been a visual display, such as a rotating light atop an
activated robot. This alone is not enough of a safeguard, because an astronaut could still unknowingly drift

backwards into the robot, and be struck by the robot. In consequence, focus must turn to the second approach

to solve the problem of preventing astronaut-robot contact.
Astronaut presence-detecting proximity sensors like those discussed in section 3.2.3.2 could be incorporated

into the FFS system. Appropriate FTS reaction, for example, power down, speed reduction, or avoidance, could

be programmed into the FTS operating software or safety system software. In space, an EVA astronaut has the

advantage of always wearing a space suit that can include sensors and transmitters as part of the presence sensing

system. Thus, if an astronaut were to drift unknowingly into the FFS robot's work space, the robot would be able

to recognize the astronaut and react to avoid contact. To return to the first approach, information from the

presence-detecting devices could be relayed by way of an audio warning signal or a "heads up display" in the

astronaut's space suit to inform him or her of the robot's status and distance. The astronaut would then be able
to react to avoid the robot.

It is human nature for people to become overconfident or complacent, sometimes shortcutting safeguards.

To protect against this temptation, guards against improper astronaut use of the FTS must be designed into the

FTS robot and operating systems.

Human-Robot Safety-- Final Report 13



3.3.1.4 Training

The strongest means of safeguarding against astronaut-robot contact is training and retraining the crew

members in FTS operation and safety procedures to reduce the operator's contributions to accidents. Initial

training must be rigorous and thorough and should follow training documents which are easily understood and

readily referenced. Periodic retraining is essential to refresh the astronauts' memories and, in addition, to prevent

the astronauts from either taking risks or becoming complacent.

3.3.1.5 Reliability

The useable life of the FTS is estimated to be at least thirty years, so each component must be designed with

concern for component and system reliability. Following a formal preventative maintenance and replacement

schedule is essential to the reduction of equipment failures and the safe operation of the system.

3.3.1.6 Energy Release

Special attention should be paid to the safe release of energy stored within the FTS. Industrial accidents

involving robots have been classified as energy-conversion accidents, where the stored energy of the robotic
2

system is mischanneled into a form which injures people. High le_ els of kinetic energy are especially dangerous

in the event of collisions, and control becomes more complex and less reliable as the level of kinetic energy
increases.

Kinetic energy levels can be reduced in a number of ways. Although the obvious approach is to limit speed,

it is equally important to optimize the design of the robot's arms to minimize arm inertia. Arm material, mass

distribution, and shape must all be considered.

Kinetic energy absorption through the use of mechanical stops, shock absorbers, damping and dynamic or

frictional braking can also be incorporated into the design of the FTS. Or the kinetic energy could be converted

to elastic energy of spring type components.

Electrical, thermal, radioactive, and high pressure energy sources should also be identified and safe release

of those energies incorporated into the FTS design.

3.3.2 FTS Hazard Assessment Checklist

To safeguard a robotic system against possible component failures, a hazard identification check should be

made of each component's design. The FTS hazard assessment checklist presented here grew out of terrestrial

experiences and checklists like those discussed in section 3.2.3, modified for the space environment. It can be used
to alert FTS designers of safety issues that should be considered, thereby improving the intrinsic safety of each

component and the entire system.

When using the checklist, it is important for the designer to consider the source of the hazard and design a
safe means for its elimination.

3.3.2.1 Environment

° Do all system designs (control system, actuators, power supplies) safeguard against damage from the most

severe combinations of natural environments, including:

- electromagnetic radiation (EMR)

- earth generated radio frequency noise
- penetrating charged particles (ionizing radiation)

- meteoroids and space debris

- neutral atmosphere density
- induced environment and effects

- magnetic fields

- earth's gravitational effects

- plasma environments
and all other environmental conditions outlined in NASA Document JSC 30425 and references therein?

Human-Robot Safety-- Final Report 14



3.3.2.2 Mechanical Systems

• Is the FTS securely locked to the space station structure so as to prevent accidental release or movement when

operating in the fixed-base detached mode or special case umbilical mode?

• When operating off the end of the transporter arm, is the FTS securely locked in order to prevent accidental
release or movement?

• When positioning the FTS at the work site, is adequate clearance from the space station structure and other

equipment assured to avoid contact and pinch points? Is there enough clearance for an EVA astronaut to prevent

pinning?

• If the FTS is operating while connected to the transporter arm, is adequate clearance from the space station

structure and other equipment assured to avoid contact and pinch points? Is there enough clearance for an EVA

astronaut to prevent pinning?

• Do grippers retain the tools or work piece during emergency stop or power loss to avoid accidental release?
• Have the end effectors been designed fail-safe by using more than one gripping mechanism?

• If gripper release during power loss can not be assured, would tethering be possible?

• Have the proper interfaces with remote material handling been included?

• Are gears and pinch points covered with guards?

• Have all sharp edges and corners been eliminated or covered, especially on the grippers?
• Is the FTS's exterior free of protrusions which may cause snagging or tearing of an astronaut's space suit?
• Are drive mechanisms covered?

• Is the FTS's exterior free of hoses or cables in which an astronaut or equipment could become entangled?

• Are all hoses secured or internal to prevent swalling in case of a ruptured line or broken connection?

• Have means of controlling vibration disturbances been implemented?

• Does the robot react appropriately (power down or slow down and avoid collision) when an unauthorized EVA

astronaut enters its work envelope?

• Is it possible for the FTS to avoid a collision with an EVA astronaut through path planning?

• What are safe velocities for the grippers during the different operational modes: teleoperation (with EVA,

without EVA), autonomous, teleoperation and autonomous, transitional?

• Are the robot arms able to withstand the maximum possible working loads and torques?

• Are hardware stops and brakes strong enough to stop the robot arms when they are moving at their top speeds

and carrying their maximum loads?

• Is the robot adequately protected when in storage?

• Are electrical cables protected from excessive wear during arm movement to prevent fraying and possible short-

circuiting or shocking?
• All all cable connections secure?

• Does the system contain stored energy that could cause damage to the FTS, other equipment or an EVA

astronaut if inadvertently released? Have all of the following energies been considered?

- kinetic energy associated with robot motion
- high pressures in fluid lines

- electrical energy that could result in electric shock

- chemical or biological energy from sources in area

- thermal energy from radiation

- radioactivity

3.3.2.3 Electrical Systems

• Have sensors been included to monitor the power supply to the FTS robot?

• What is the effect of loss of power or interruption of power to the system?

• Are the power supplies adequately filtered to prevent damage in the event of power surges?
• If power down is desired whenever an EVA astronaut enters the FTS's work envelope, have all presence sensing

detectors been wired in series with emergency stop circuits?

• Can the "hold the last state" controls be overridden in the event that a gripper has trapped an EVA astronaut?

• Have adequate controls been installed to prevent a collision of movable equipment in the event of a software
failure?

• Are FTS robot activity status and position information available to all EVA astronauts? Is an activity status a

visual signal like a revolving light displayed on the FFS robot? Do the astronauts have a "heads up" display of

the robot activity status?
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• Is the power control a deadman switch which must be depressed to activate and which when released causes

motion to stop? Is it a three position deadman's switch which also causes motion to stop if it is squeezed too tight,

as it may be in a crisis situation?

• Are emergency stop switches readily available to all EVA astronauts? Is the switch incorporated into the design

of the space suit?

• Are emergency stops hardwired to interrupt the power supply to the robot drives, disengage clutches and
activate brakes?

• Are there fail safe features to guard against short circuits and other failures?

• Do the electronics have guards against contact bounce?

• Is the speed of response of the safety system sufficiently fast for worst case conditions?

3.3.2.4 Operating System

• Is the main memory held in nonvolatile form?

• In what form is the program held?

• Is memory protected during planned or unexpected power loss?

• Is more than one program held in memory at one time? If so, can security between programs be ensured to

prevent overwriting existing programs with data or prevent execution of jumps between blocks of memory?

• Is operation prevented if robot is out of calibration?

• How is program editing done? During reprogramming, can existing data be lost or altered?

• Is software operation clearly and efficiently documented and are the documents readily available to users?

• Is software user-friendly and easily operated?

• Does programming involve the use of a mobile teach pendent as an alternative to the main console? If so, is the

teach pendent layout ergonomically designed? Are the controls clearly marked and well spaced to avoid

inadvertent operation? Are the same points considered for an EVA teach pendent?

• Does the user of a teach pendent automatically remove control from the main console?

• Does the operating system software verify that all EVA astronauts have moved outside of the robot's work

space?

• Has it been determined whether a complete cycle may safely be initiated by a mobile teach pendent, or must

a complete cycle be initiated by the main console?

• Are there separate encoder and drive disconnects to preserve position memory in the event of drive disconnect

(emergency stop)?

• When the speed of movement is varied, is it through primary power source reduction as opposed to control

circuitry? (This will ensure a faster response unaffected by software or control failures.)

• Are specific safety interlocks contained in the software? If so, is their purpose to improve the safety of the

system?

• Is program checking used during system testing and operation?

• Are a minimum of two manual actions required prior to restart after an emergency shutdown?
• Has a system been implemented to ensure that all safety violations have been removed prior to a system start?

• What diagnostic facilities are available?

• What is the effect of data loss during program loading?

• Can the robot be moved through an undefined pathway?

• Are safety backup systems operating?

3.3.2.5 Sensory Systems

• Can the FTS sense an EVA astronaut in its work envelope?

• Can the FFS sense system or component malfunctions and notify the operational or control system as required?

• Can the FTS sense process conditions?
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3.3.2.6 Control System

Note: The following require the logic system to be active and the robot to be calibrated correctly.

• Has an assessment been made of the consequences of failure of the robot control elements?
• For each servo control drive, are the limits of arm speed and travel limits identified?

• Have appropriate responses to the following interrupts been programmed?

- excessive following error on each servo control drive

- abnormal velocity on each servo control drive
- hardware travel limits

- abnormal temperature, voltage, current sensors
- communication data flow abnormalities

- shutdown signals from outside interfaces

• Are operations inhibited pending the completion of other operations?

• Are there checks on the condition and function of control components for self diagnosis and prediction of

performance deterioration?
• Can a controlled shutdown process be initiated under normal or emergency conditions?

3.3.2.7 Astronaut Training and Certification

• Is astronaut training of FTS operation thorough?

• Are crew members thoroughly trained in software operation?

• Is periodic retraining performed?

• Are training documents available and easily understandable?

3.3.2.8 General Concerns

• Has the design been researched to ensure that all codes and regulations have been complied with?

• Have safe design practices been followed in all of the FTS systems, including the mechanical, electrical,

electronic, sensory, control and safety systems?

• Has a list of potential hazards been formulated? Are possible malfunctions included?

• Has each system and subsystem been tested in normal and aberrant operation?

• Are the modular components and subsystems designed so that they are compatible with existing interfaces? Are

their designs flexible enough to be compatible with future modules?

3.4 FUTURE WORK

Future work in robot safety for the FTS program fits into three general categories: real time world models for

dynamic environments, responses to dangerous situations, and fundamental safety issues.

3.4.1 Real Time World Models for Dynamic Environments

The FTS program presents some difficult safety problems, primarily due to the dynamic environment in
which the FTS robot functions. The environment is dynamic in two ways. First, the robot is not fixed in a single

location containing fixed objects, but will be mounted at different locations on the Space Station. Furthermore,

objects may move around in the robot's work space at any given location. This highly dynamic environment

requires that the robot's world model be updated in real time.

The primary problem in updating the FTS's world model in real time is sensing. The FTS system will need

to accurately sense the location of all objects, including inanimate objects and EVA astronauts, in its work space

in real time. The sensing of inanimate objects can be achieved through integration of vision, ranging and tactile
22 24 25

sensors. There is currently research work being done with all of these sensors ' ' and in multiple sensor
integration. 3! Much of this information will apply to the space use of these sensors. While the sensing of humans

in the work space is a difficult problem on Earth, it is easier to solve in space, because transmitters and sensors

can be incorporated into the space suits that EVA astronauts must wear.
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These developments in the research of individual sensors and in multiple sensor integration can be used by

FTS system designers to assess the FTS's intrinsic level of safety.

3.4.2 Response to Dangerous Situations

Section 3.3.1 discussed the developments required to assess the current safety status of the FTS in the dynamic

space environment. Once the environmental information is evaluated, the safety (or danger) of the current
situation can be assessed. This in turn may require corrective actions. Appropriate corrective actions may be

shutting down or reducing the speed of the robot, or modifying the planned path of the manipulators or the

planned series of operations. The primary area that requires work here is modification of the planned path or

series of operations. Research is currently being conducted in path planning for collision avoidance in off-line

applications. The FTS, however, will require real time path planning, where the primary problem in implemen-

tation is ensuring sufficiently fast computational speed.

Also in this category, new hardware may be required for kinetic energy dissipation. It is first necessary to
determine whether devices are available that can rapidly stop the robot in an emergency and reduce the damage

when a collision occurs. They must also be appropriate for the space application. If none exist, new devices

specific to the FTS application may be needed.
Developments of the technology discussed in this section and section 3.4.1 will result in a system capable of

detecting a dangerous situation and making the appropriate corrective action.

3.4.3 Fundamental Safety Issues

The safety of the FTS system depends on two factors: the system must be designed to be intrinsically safe, and

a auxiliary safety computer system needs to be implemented. Much of the work presented in this chapter has

focused on designing the system to be intrinsically safe. This study showed that the current understanding of how

to make systems safe is crude at best.
The state of the art in designing safe systems is checklists. The checklist presented here for the FIrS system

(which can also be applied to other autonomous space systems) represents a first step in designing safety into an

autonomous system. However, what is really needed is a design evaluation tool that quantitatively assesses the

safety of a design.
A similar approach is desperately needed for the auxiliary safety system, to assess the safety of its current state

and its planned sequence of operations. This need will increase as we move towards higher levels of automation.

The investigators at Rensselaer Polytechnic Institute are currently initiating research into the development of

safety assessment tools for use in evaluating designs and in auxiliary safety systems.
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4.0 HUMAN PERFORMANCE CONSIDERATIONS

Dr. George V. Kondraske

Ms. Katy Hoard

The Human Performance Institute

The University of Texas at Arlington

4.1 INTRODUCTION

The flight telerobotics system (FTS) will play a major role in realizing implementation of the space station.

Due to the sophistication of this system and the nature of the task and environment in which it will operate, there

are a number of areas worthy of special safety considerations. As part of a four university team under contract

to Goddard Space Flight Center through the Consortium for Space/Terrestrial Automation and Robotics (C-

STAR, a Division of Universities Space Research Association), the Human Performance Institute at the University

of Texas at Arlington is investigating human performance issues that can impact safety. This document represents

a final report of our work and addresses two primary situations:

1. the human-telerobotic workstation interface

2. extravehicular (EVA) situations in which astronauts and the telerobot operate close together.

4.1.1 Assumptions

In focusing energies and attention on the issue of safety toward a complex engineering system such as the FTS,

the easy task is to identify possible sources of concern. This is especially true given the freedom to postulate any

of a number of hypothetical scenarios. The more difficult task is to weigh the likelihoods and risk exposures

toward identification of generalizable safety concerns and propose methods for their strategic management.

The assumptions are an essential component in safety-oriented investigations. In consideration of human

performance related issues and the FTS, the following points are considered relevant in the context of assump-
tions:

• While scenarios that raise great concern can be postulated, many represent highly improbable events.

The humans involved (astronauts) are highly trained with great capacity to work accurately and reliably

under demanding circumstances. (Note: this assumption should be reconsidered if mission specialists, e.g.,

scientists, are anticipated to interface with the FTS.)

At the current time, and for the foreseeable future, it is not possible to monitor and protect every aspect of

an environment for every situation by technological means. Ironically, an overabundance of such artifical
mechanisms can result in a false sense of security in the humans they are intended to protect. That is,

humans require a certain amount of "tension" in the environment to maintain a level of alertness and

concern for safety issues. Humans are the most powerful safety monitors and enhancers available.

• A last assumption is composed of two components:

1. the FTS is not a completely designed system at this time
2. the FFS is intended to be an evolutionary system.

These assumptions underlie our investigative approach.
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4.1.2 Approach

This is not a specific critic-oriented "devil's advocate" safety approach that one can apply to a finalized

system. Rather, the approach is to raise general issues toward the ends of:

• incorporating safety-oriented components into the design and implementation processes for a first

generation system, and

• maximizing safety over a long-term, multiple generation life cycle.

In addition, it is assumed that NASA already has considerable human factors and safety related reference

material, procedures, and standards, one example of which is cited here. 1 Thus, an objective, somewhat

speculative approach is taken here to provide, perhaps, some new insights into issues within our scope of

investigation. The approach toward human- telerobotic workstation interfaces is to raise designers' awareness

of workload demands placed on the human operator in terms of his/herperformance resources of various dimensions.

In general, demands in excess of individual performance resource limitations (especially those within the

human central processing domain) can compromise safety. Discussion applies to three types of conditions:

1. autonomous robot operation,

2. semi-autonomous robot operation, and

3. teleoperation.

To investigate key issues for the situation in which the robot and the astronaut are within close proximity, a

two part approach is utilized. In part A (human performance/behavior considerations), general scenarios are

evaluated in which human performance limitations on the part of the astronaut conducting the EVA or FTS may

pose potential safety problems. In part B (robot safety-oriented "reflex" responses), human behavior models related

to built in-protective mechanisms are offered. These models provide a basis for considering autonomous robot

design which may have the potential to positively impact overall long-term safety of the FTS in both predictable

and unanticipated situations.

Individual elements of this safety review are not independent, i.e., considerable overlap and interactions are

possible. Discussion of such situations is woven into relevant sections of the report as deemed appropriate.

4.2 HUMAN/WORKSTATION INTERFACE

The present preliminary design for the FTS calls for both autonomous and human-controlled operation of the

telerobot. With the astronaut in control, a key issue concerns his/her ability to properly execute required

operations. The macro task in this case is workstation operation, which can be divided into a number of tasks and

subtasks from the human operator's perspective. The general situation is depicted in Figure 4-1 and a simplified

model of important components is shown in Figure 4-2.
It is assumed that remote sensory information will be provided to the operator via the FFS components, such

as real-time visual display of current action, as well as various FTS status indicators. The operator must:

1. process sensory information in real time to arrive at mental decisions which translate to FTS system
"commands," and

2. generate appropriate motor outputs to the workstation to exert control over the FTS.

It is also noted that, based on present design conceptualizations (with the controlling astronaut in a cupola),

the workstation operator will have the opportunity for direct visual contact. Thus, two primary sources of

information must be considered to determine the operator's processing load.

Literature review of analogous situations (e.g., nuclear reactor control) indicates that most errors that lead to

compromised safety are categorized broadly as "human error." No specificity regarding the source of error is

usually proposed, but human information processing limitations appear to be a prime contribution.
Typically, as many error checks and safeguards are built into the system being controlled as is practical and /

or identifiable during the design process. Extensive training on planned task scenarios and use of high reliability
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Figure 4-2. Schematic diagram of primary components in FTS system. Information pathways are emphasized.

personnel are the traditional methods used to maximize safety. Thus, reliable and safe operation is expected

under the circumstances that are most likely to occur (i.e., those representing identified goals, plans, and

conditions) and form the primary basis for system as well as operations design.

Further insight can be gained by consideration of a breakdown of the universe of situati_ms to which the

complete system (operator-robot) is exposed (Figure 4-3). From a design perspective, circumstances that indicate

potential safety compromises will always be considered less likely and therefore "unusual." A subset of these will

usually be anticipated to a degree, but exhaustive consideration is impractical and some situations which may
prove "obvious" from hindsight will elude design teams. The subset of conditions which are predicted include
both mission tasks (primary FTS functions) and certain safety compromisin_¢ situations (those due to human errors,

unexpected stresses, or robotic system malfunction). Predicted safety compromising situations provide the basis

for including special sensors and fail-safe system responses to each sensed condition into the system design. Most

technological safety design methods used to date represent this simple Pavlovian approach.

The remaining subset of circumstances, which may best be termed "everything else" (such as the need to

perform an unexpected task due to a component failure or other reason) are not individually considered in design

and training, and therefore require real-time human judgment. Such situations may demand execution of tasks

which have not been practiced with the FTS system and/or operator, and these may maximally stress the human
operator and system in specific ways.

With respect to safety, relatively little effort has been devoted to understanding the human interface to the

system - especially in quantitative terms. The NASA document Space Station Man-System Integration Standards 1

was reviewed for guidance. This reference manual documents much useful design information relevant to safety,

and we assume that such documents will be standard references for contractors. However, many key aspects are

currently covered with a mixture of very subjective terms ("smooth," refresh rates on screens shall be "sufficiently
high") and more quantitative criteria ("delay .... shall not exceed 0.1 sec"). For more on this, refer to the document

section 9.3.3.4.2, Joysticks. A model for discussion of these aspects of the complete system is deemed appropriate.

SITUATIONS PREDICTED &

INCORPOR ATED INTO DES IGN

Figure 4-3. Venn diagram dividing situations to be encountered by the FTS system into major subsets from which further
subsets are drawn to compose the set of situations referred to as "predicted."
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4.2.1 Human-Task Interface Conceptual Model

The elemental resource model proposed by Kondraske 2 to help understand human-task interfaces in broad

contexts is used. In this model, the human system is divided into three domains: 1) central processing, 2)

environmental interface, and 3) life sustaining. Each domain consists of individual subsystems or functional

units. Performance of each functional unit is characterized in terms of a multidimensional performance space

with dimensions such as speed, memory capacity, strength, etc. Performance is considered to be a collection of

elemental resources, such as visual memory capacity, visual information processing speed, or attention. Tasks

are modeled and analyzed in terms of the resources required. This model is summarized in Figure 4-4.

In the safety context, the important consideration that results from this model is: limited availability of any

one human performance resource with respect to task demands can prevent the operator from accomplishing
a task.

It is noted that this framework can be applied not only to the human-telerobot workstation interface, but also
to the telerobot-task interface.

This resources model implies that at a given system-task interface, the desired design goal is to accomplish

the desired task (or class of tasks) while minimizing the stress across all system performance resources. It is important

to note that this can be achieved either by maximizing the performance resources available, or by designing the

task so as to minimize demands placed on the system (the human factors approach). The latter option relates to

the design of the FTS workstation and its plan of operation. Minimizing stress on human performance resources

(such as information processing capacity or speed) makes available a greater resource reserve to deal with the
unexpected, increasing the safety margin.

Anticipated tasks and situations, by definition, would be rehearsed on an a priori basis. Training, in effect,

reduces the stress on human performance resources - it makes it easier to accomplish a task. Highly autonomous

robots can be employed in often-performed tasks, as well as in tasks that are infrequent, but crucial and highly
predictable. This reduces opportunities for human-caused hazards. Regardless of the level of autonomy, when
planned circumstances and tasks are encountered, neither the resources of the human nor the FTS would be

stressed beyond availability. Once this is understood, focus can be directed to two general circumstances:

1. The human operator, for some reason, does not possess the anticipated amounts of performance resources
on which the workstation design are based.

2. Circumstances are such that a new task must be accomplished--one which is not within the rehearsed (or

autonomous) repertoire of the telerobot-operator combination. In this case, the level of robot autonomy will

probably be very low; the operator will be required to assume full control and attempt to plan and execute

the task in real-time. Plans may include subtasks that stress performance resources (system and operator)

within the bounds of availability. Formulation of such plans represents a complex prediction and many
factors may have to be considered.

4.2.2 Specific Performance Resource Considerations

It has been noted that any of the many human basic elements of performance which is stressed beyond
availability can prevent achievement of the desired goal.

Life-sustaining Resources. Cardio-respiratory, renal, and other major systems must provide an adequate

supply in order not to affect performance in the central processing and environmental interface (sensory-motor)
domains of the human system. It is anticipated that variables which reflect status of these functions will be

monitored by life support systems, providing at least the opportunity to consider an input link to FTS fail-safe
systems.

Environmental Interface Resources. Each sensory-motor unit (muscle and proprioceptive feedback) and

sensor (eyes, ears, tactile sensors) of the human body may be involved, depending on the task. Dimensions of
performance that must be considered are summarized in Table 4-1.
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Table 4-1. Dimensions of performance associated with types of major functional

units in the environmental-interface domain of the human system.

Unit Type

Sensory-motor

Sensors (visual,

auditory, tactile)

Dimensions of Performance

strength (force/torque production)

range of motion

speed (movement)
steadiness

positioning accuracy
endurance

sensitivity

bandwidth (channel capacity)

The values of these parameters set limits within which artificial systems must operate. For example, audio

warning stimuli must be "loud enough" (which can be expressed quantitatively) to be heard (determined by
auditory sensitivity) within the prescribed environment.

Central Processing Resources. The central processing domain is modeled in terms of a large set of processing
units, communications channel, and memory units. Processors must deal with information received from

multiple sensors in parallel. Interprocessor communications is required. Long-term memory is drawn upon to

perform learned or "automatic" tasks. Short-term memory is used to save immediate past history, which is

important in making decisions related to task planning.

Information processing can be limited in terms of speed and capacity (too much information must be

processed simultaneously). The concept of attention has been modeled by Navon and Gopher 3 as a central

processing resource that must be shared among tasks if the situation demands that multiple tasks be executed in

parallel. Attention has received much interest as a limiting factor in overall workload in situations which may

be considered analogous to telerobotic operation, such as workload presented to the pilot by the cockpit of a
sophisticated military aircraft. 4

Both the resources available (human) and resources required (for workstation operation) in this domain are
difficult to quantify. However, research in this area is intensive.

Table 4-2 summarizes the types of functional units and dimensions of performance which must be
considered.

Design efforts should strive to minimize stress on these resources. Further research is required (and highly
recommended) to develop more quantitative approaches to task analysis at the human interface level.

Table 4-2. Dimensions of performance associated with types of major functional

units in the central processing domain of the human system.

Unit Type

processor

memory

Dimensions of Performance

speed

accuracy

input channel capacity
output channel capacity

capacity

communications

channel
capacity
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4.2.3 General and Specific Recommendations

Based upon the just-described model and characterizations, the following recommendations are offered:

Designers should strive to minimize stress across all human performance resources. The elemental resource
model can serve as a checklist and can be applied subjectively, for instance, by simply asking questions such

as "What can I do to reduce the demand on (visual sensitivity, grip strength, information

processing capacity." It can also be used in more quantitative form, if appropriate models are developed
for simulations.

Multiple pathways for receipt of the same sensory information should be investigated and perhaps

controlled. This will avoid the operator's confusion about frame of reference, as well as potential overload

of processing related resources. For example, it may be desirable to prevent the operator's having direct

visual contact with the telerobot in addition to input from artificial sensors (video cameras and displays).

"Smart" technologic systems--those with the capability to respond to combine multiple sensor outputs and

arrive automatically at a situationally determined response--could prove beneficial for long-term consid-

erations. (See section 4.3.2, "Robot Design Considerations," for more details).

Manual control demands placed on the human may be in question in a micro-gravity environment. That

is, the human system depends heavily on the sensory input received from the feel of a control. Design

should attempt to provide the same feel on earth and in space so that training will effectively be directed

toward the same task (as defined by human performance resource requirements).

Situations that are not predicted on an a priori basis represent the greatest opportunity for risk exposure.

Even human operators who are considered to be highly trained will be untrained, and the demands of the

robot task, translated to demands on the human system, will be unknown and difficult to predict. That is,

it may be easy to underestimate demands relative to performance resource availability. Advanced

simulation capabilities, which incorporate estimations of demands on individual human performance

resources, would allow experiments with task design to maximize the probability that demands are within
the bounds of available resources.

Levels of robot autonomy should be limited and well-defined to avoid operator confusion regarding

responsibility. At the extremes, the human would know that he or she is totally in control or not at all in

control (except for the option of taking over totally). In-between states must be well defined.

,/
DIRECT VISUALOSSERVATION

I

//

Figure 4-5. Schematic illustration of key components for situation in which the telerobot and astronaut are close together. Two
humans and one complex system (FTS) provide multiple degrees of freedom to consider, which place additional demands
on communication and information processing.
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• Workstation (and overall FTS) design might consider methods to monitor operator performance. Outputs

from workstation controls and from the astronaut's life support system could be inputs to a "performance

monitoring module" that is part of the FTS. This module would process data according to specified

algorithms and generate fail-safe actions if certain predetermined conditions occur.

Safety, related to human control of artificial systems such as robots, will not improve significantly above that
now realized in commercial aviation, for example, without the advancement of models to help understand the

human processes involved in greater detail.

4.3 HUMANS AND TELEROBOT WORKING CLOSE TOGETHER

It is anticipated that an astronaut and the telerobot will co-participate in EVA, and there are obvious safety
issues raised. Figure 4-5 schematically summarizes this situation.

Many human performance/task design considerations in this situation are similar in type to those described

in more detail under section 4.2, "Human/workstation interface." However, the opportunity for safety compro-

mises is increased since there are now two humans and one complex robot operating to accomplish essentially
a common task. The orchestration required is increased and demands on intercommunications among these

three primary units are increased, especially if situations should arise that are unpracticed.

Data exist regarding injuries that occur in quasi-analogous industrial robot situations. (Typically a worker is

not side by side with a robot during operation, but a situation may arise that causes a human to come close to the
robot.)

One generalization appears to emerge. Most injuries seem to be precipitated by some type of robot failure,

which at first causes no harm. For example, the robot unexpectedly stops, or appears to be stuck in a position

where remote control is difficult to use to correct the situation. A human then decides to intervene mechanically

and the robot reacts unexpectedly, resulting in injury. Other situations involve a lack of awareness on the part
of the human as to what a robot is doing. This characterization presumes that the responsibility for awareness

is assumed by the human. However, there are increased trends toward the incorporation of intelligent artificial

sensory systems in robots as safeguards. Thermal, video, and force (torque) sensing methods are used, among
others.

4.3.1 Human (Astronaut) Perspective

From the human perspective, communication is very important. Real-time information as to what the robot
is doing is essential. In addition, it is important to know how the robot will react in unconventional situations.

In other words, it will be helpful to understand the psyche of the telerobot (to be expanded). A key question is

how much information can the astronaut handle. Given finite capacities for information processing, attempts to

"over-inform" the astronaut regrading robot status (and plans of the workstation controller) may in fact be a

distraction from the astronaut's primary task ("don't bother me now"), which could compromise safety.

On the other hand, the primary task may place such heavy demands on astronaut attention and processing

resources that important communications may be ignored. A careful balance regarding planned usage of

processing resources is required. Artificial "pre-processors" which monitor the situation (watchdogs) and then

alert the astronaut if a specific situation or set of situations are recognized provide the advantage of reducing the
average information processing load on the astronaut.

4.3.2 Robot Design Considerations

To date, most attempts to incorporate safeguards into robots have relied on purely heuristic approaches. A

fundamental problem is the fixed nature of typical fail-safes which are used currently. Frequently only a single
variable is sensed (such as position), and ifa limit is exceeded a fail-safe action is taken (for instance, STOP). Upon

analysis of other information, it may be determined that "stop" is not an optimum response and, in fact, may

continue the development of an emerging safety compromise. A better response (e.g., reverse motion) may be

possible. Such decisions are frequently made by humans and depend on sufficient sensory information.

This again suggests the need for development of a model. A cybernetic approach can be explored to reveal
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strategies for incorporating automatic or "reflex" robot reponses. The following is a human behavioral model,

which may be beneficial in understanding alternatives to simpler fail-safes.

Intrinsic Human Safety Reflexes. A fundamental and well accepted construct of human behavior, and of

most living things, is the stimulus-response scenario. That is upon input of sensory information (external or

internal, such as an idea), the living system generates a response. This scenario is implemented both consciously

and subconsiously. The latter is characterized as a reflex response. Humans are born with and develop a number

of such responses which appear to be in place for the primary purpose of self protection.

The process of a human operating in a situation where a danger may occur can be modeled in terms of a multi-

dimensional sensory processor consisting of a look-up table. Each sensory channel represents a different

dimension in the look-up space. A sample of all sensory channels at a given point in time represents the stimulus.

The value of a given dimension which is sensed can be used to locate a cell in this multi-dimensional space. The

cell contains the response (stop doing what is now in progress, get out of the way). In humans, past history

(training, experience) serves to "fill in the cells" with the optimized or "best" response under the circumstances

(characterized by sensory information). Figure 4-6 illustrates this model schematically, which we shall refer to
as situation recognition.

This model illustrates that flexibility can be incorporated into fail-safe responses and that plans can be made

for a variety of such responses (one for every cell in the multi-dimensional sensor space. For instance, as a situation

develops, it may become obvious that some damage will be done. Real-time decisions must be made to minimize

damage or, in other terms, optimize the response. Under some circumstances, damage to a component should

be avoided and a response to achieve this goal would be warranted. However, if the response to avoid component
damage would injure an astronaut, it may be warranted to permit the component damage to occur. This could

be incorporated into the above situation recognition model with a hierarchical structure to combine multiple

sensory dimensions to create a new dimension (such as the probability of astronaut injury). Once again, the value
along this dimension can be used to select the response.

SEPARATION DISTANCE: l:ht A - Fht B
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Figure 4-6. Schematic representation of situation recognition, as it could be applied to sensed robot variables to generate a
wide variety of optimized safety responses.
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4.3.3 General and Specific Recommendations

Since the general scenario encompasses the human-workstation interface scenario previously considered,

recommendations offered for that scenario are generally applicable. In addition, the following points are offered:

• Simulation models will be important in this situation and useful at all stages in FFS life (design, initial test

and acceptance, and advanced evolutions).

Human responses to what would be perceived to be FTS system failures deserve special consideration.

Several power-up modes may be warranted to allow recovery from such situations. For example, a "weak

and slow" robot mode may allow an astronaut to manually help a manipulator out of a jammed situation

while minimizing astronaut jeopardy. Perhaps several programmable levels of robot "strength" and
"speed" would be useful.

Since three units are involved (two astronauts + FTS), it is essential that a single point of control be identified

in all tasks. The point of control may be shifted over time (as new subtasks are performed). Such shifts

should be adequately communicated and provision for acknowledgment should be incorporated before
the next phase or subtask is initiated.

Incorporation of an artificial speech generator component to the b-'rs may be beneficial. Tied into
autonomous algorithms and the manually operated workstation, the telerobot can take on an additonal

human-like character and "announce" completion of subtasks and plans for the next operation. This will

facilitate intercommunication, the importance of which for safety cannot be overemphasized.

4.4 CONCLUSION

This report attempts to provide a broad perspective on human performance safety issues regarding the FTS.

Due to the multitude of scenarios possible with the flexible system, emphasis is placed on generalizeable

considerations. Specific recommendations as well as more speculative concepts, based on well-established
knowledge and emerging areas, are provided.

Rapid changes are occurring in artificial intelligence and in areas such as neural networks and human

behavior modeling. Given that a relatively long life is anticipated for the FTS and given that it is evolutionary in

nature, it should be expected that significant system changes will be implemented to improve intelligent safety

response capability. Setting such expectations early can reduce resistance to changes which in turn will insure

that the latest and best options are taken advantage of as soon as possible to enhance safety.
How much safety is enough? This question is especially difficult to answer given a focus on human

performance due to current reliance on subjective estimatation. A balanced perspective is required as more
quantitative models develop.
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5.1 INTRODUCTION

The applications of robots are many and varied. A primary goal in industry has always been to relieve the

human of hazardous tasks. It therefore seems ironic that the use of a robot can create new safety problems. 1'2
Many of our concepts of safety and safety systems 3-6 have evolved from collections of good ideas that have

worked at some place and in some time. Usually, they have resulted from investigations into recent significant

injuries. In fact, an important part of any safety program is a plan for the investigation of accidents. 7'8 These plans

usually include gathering the facts about the accident, analyzing the facts, developing conclusions, reporting the

situation, and making recommendations.

One of the results of accident investigation is the collection of data about the most common t,,ypes of accidents.
91u

For example, Table 5-1 shows statistics from a recent survey of accidents involving robots. '

Table 5-1. Selected Results of Survey on Causes of Accidents.

Cause Percent

Erroneous action of robot in

normal operation 5.6

Erroneous action of peripheral

equipment in normal operation 5.6

Careless approach to robot by human 11.2

Erroneous action by human in

teaching and test operation

Erroneous action during manual

operation

16.6

16.6

Erroneous action during checking

regulation and repair 16.6
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The authors of the survey report drew several interesting conclusions.

• A high percentage of accidents occur when robots are manually operated.

This is a common conclusion and results from the fact that the operator is usually physically close to the robot

when it is being operated manually. Most industrial robots have two modes of operation: normal and training.

In the normal mode of operation the robot is performing a sequence of operations that has been programmed by

the operator. The robot runs unattended and there is little or no danger to the operator. The training mode is used

to determine the sequences of operations to perform. One of the time-consuming parts of this task is determining

the desired sequences of positions of the end-effector. These positions can be very precise and often call for close

visual inspection by the operator. After a significant period of time the operator usually becomes accustomed to

the robot and becomes unconcerned with the hazards of coming within its reach. Accidents occur when the robot

makes an unexpected motion, because of either erroneous action or erroneous commands. For this reason the
use of a dead-man switch during training is an important safety feature. 9

• The dangers arising during automatic operation of robots occur at a rate remarkably higher than that of
other automatic machines.

One reason for this is the relatively large working space of the robot. The workspace of most automated

equipment can be easily visualized. However, the workspace of a robot is not so easy to visualize. One could stand
behind a working robot, unaware of being within its reach. 11 For this reason pinch points are important safety

problem with robots. These are positions where an operator could be caught between the robot and another

object. Paradoxically, the other object is often a safety barrier.

This brings up the safety aspect of the type of motion control implemented by the robot. In position control,

it can be shown that the stiffness of the end-effector is linearly proportional to the position error gain used by the

controller. This gain is set as high as possible to reduce the effects of disturbances on tracking ability. These

disturbances can be of several forms, from friction and backlash to nonlinear coupling in the dynamics of the

manipulator. Unfortunately, another type of disturbance could be the operator's body.

• The operator may be struck by the robot.

This leads to a kinetic energy model for accident analysis, 9 which assumes that injuries result from the body

absorbing energy during impacts. By limiting the energy content of the robot, one could limit the amount of
energy absorbed by the body during impact and, hence, reduce the risk of serious injury. The energy contained

in the robot can be reduced by reducing the mass of the arm, changing its geometrical shape, or reducing its
maximum allowable velocity. Reducing the arm's maximum velocity is the most effective method and is

commonly used on industrial robots during the training mode of operation.

• Malfunctions accounted for about half of the dangers of robots.

It therefore seems appropriate to strive for some measure of intrinsic safety in the design of the FTS control

architecture. The FTS has adopted a control architecture called NASREM: NASA/NBS Standard Reference

Model for Telerobot Control System Architecture.12 This model specifies guidelines for the planning of activities,

the organization of information and communication within the b-TS controller. In other words, it gives us a model

of the robot's world with which we can design and evaluate safety systems. 13 However, although the reference

model clearly indicates the importance of safety, it only briefly mentions the role of a safety system. This paper

presents a notion of safety in terms of the operation of a NASREM type of controller. The objectives are to

characterize the function of a safety system, to identify which features of the existing NASREM architecture could

be used as part of it, and to specify what additional features are needed for implementation.

The next section describes the main features of the NASREM architecture. This is followed by a description

of the implications of a safety system within NASREM. Then some concepts are proposed for defining safety

systems. The final section summarizes the chapter and draws some conclusions from the study.
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5.2 THE NASREM ARCHITECTURE

The NASREM architecture is a hierarchical control system (Figure 5-1). The system consists of an operator

interface from which commands can be entered and state information can be displayed, a global memory in which

state and modeling information is stored, and a hierarchy of control levels. There are six levels, which can be

described as follows. The inputs and outputs are specific examples drawn from a satellite servicing task for the
FTS.

Level 6--Operations Control Level

Inputs: commands to schedule the servicing of satellites.

Outputs: commands to the service bay manager.

Level 5--Service Bay Control Level

Inputs: commands to a service bay manager to perform operations on specific spacecraft.

Outputs: object task commands.

Level 4 --Object/Task Level

Inputs: tasks to be performed on objects in the workspace.

Outputs: keyframe poses (E-moves).

Level 3--Elemental Move

Inputs: sequences of keyframe poses (E-moves).

Outputs: trajectories of intermediate poses that move the mechanism from one keyframe pose to

the next, while avoiding singularities and collisions.

Level 2 --Primitive Level

Inputs: collision free trajectories defined as sequences of knot points.

Outputs: interpolated desired positions, velocities, and accelerations at evenly spaced points in
time.

Level 1--Servo/Coordinate Transfer

Inputs: command positions and orientations of manipulators, grippers, and other mechanisms.

Outputs: electrical voltages or currents to actuators.

At the lowest level, Level 1, tasks are commands to physical devices, such as D/A converters. As one moves

up the hierarchy, the commands become less specific and more mission oriented.

Each level of the control hierarchy includes three systems: sensory processing, world modeling, and task

decomposition. The sensory processing system is used to sense physical processes in the FTS system. The world

model uses this information to estimate the state of the system and to predict future states. Also, the world model

is used to evaluate plans which are produced by the task decomposition system. The evaluation of plans is an
obvious feature of the NASREM architecture which should be part of the safety system. This will be discussed

in more detail in the following sections.

The operation of the task decomposition system at each level is characterized by an H-module as illustrated

in Figure 5-2. These modules convert higher level task descriptions into sequences of lower level subtasks. Thus,

the operation of the controller is basically defined in terms of the operation of the task decomposition system, or

H-modules. Each H-module has three components: the Job Assignment, JA, which partitions the input task

command into distinct jobs to be performed by physically distinct mechanisms; Planners, PL, which convert each

job created by JA into a sequence of subtasks; and the Executors, EX, which carry out the subtasks created by the

planners.
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Figure 5-1. NASREM architecture.
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Figure 5-2. H-module characterizing operation of the task decomposition system at each level.
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5.3 IMPLICATIONS OF SAFETY ON THE NASREM ARCHITECTURE

The NASREM architecture implies two important safety needs: mechanisms for recovery from hazardous

conditions and the ability to convey this information to the operator. There are two aspects of recovery, the

recovery from immediate hazards and the avoidance of future hazards. When a immediate hazard is detected,

the system must do something to contend with it.
A characteristic of the NASREM architecture is the different planning horizon at each level of the hierarchy

(Figure 5-3). The world modeling system is used to evaluate the plans as they are being produced. However,

when anomalies occur, these plans must be reevaluated. For example, suppose the sensory system detects an

unexpected object in the path of an operating robot, requiring reevaluation of the plan of motion. What should

the controller do if the path plan shows that the manipulator will collide with the object? This collision path is,

hopefully, ahead in time of the actual robot but probably behind in terms of planning. The controller has several

options. It could back up the planners in time to the point where the collision occurs, create a new plan that avoids

the object, and return to the old plan at the point where the object is avoided. Or the controller can delete all plans

after the time when the collision is predicted and ask the operator for help in handling the problem. The operator

would then formulate a new task description to either remove the object or avoid collision with it.

The last major implication of safety in NASREM is communication with the operator. The NASREM

architecture lets the operator interact with the system at any level in the control hierarchy and retrieve all state

information about the controller. When anomalies occur, the operator must have not only information

characterizing the type of anomaly, but also its point in time in the planning sequence. In other words, the

operator must know which portion of the task the robot is executing at the time of the anomaly. The problem is

how to present this information most effectively, so the operator can best initiate contingency plans.

5.4 CONCEPTS FOR IMPLEMENTING SAFETY SYSTEMS WITHIN NASREM

The safety system within NASREM has three parts: anomaly detection, anomaly mapping, and contingency

planning. Anomaly detection and mapping are used to identify hazardous conditions. In the operation of

NASREM, a hazard does not exist unless an anomaly is detected (anomaly detection) and can be shown to affect

current or future plans created by the system (anomaly mapping). NASREM uses contingency planning to
recover from hazards.

5.4.1 Anomaly Detection

Anomaly detection is the detection of an unexpected event, such as power loss, pressure loss, or an

unexpected object in the environment. The premise is that there are a finite number of possible anomalies, each

of which can be detected with an appropriate sensor and world modeling system. Each anomaly is assigned a

number. A boolean variable, x., denotes whether the anomaly has occurred or not. If x. is true, the i-th anomaly
1 J I

has occurred If x i is false, the i-th anomaly has not occurred.
Thus, one function of the safety system is to continuously interpret information received from the world

modeling system to determine if an anomaly has occurred and to set the associated x. variable to its correct value.

These variables would be used for signaling anomalous behavior, which will effectlthe current operation of the

FFS, andd also the evaluation functions in planning future operations. If a failure has occurred, the x i variables
can be used to plan around it.

5.4.2 Anomaly Mapping

Once an anomaly has occurred, the safety system must interpret its effect on the operation of FTS and take
appropriate action. The NASREM architecture's framework permits definition of the effects of anomalies on the

operation of FTS. Figures 5-2 and 5-3 show that an anomaly makes a set of subtasks in each H-module

unexecutable. An example is failure of a D/A converter. This would prevent execution of the subtask in Level
1 that uses the D/A. Another example is the detection of an unexpected object, 14 which could make one of the
subtasks at Level 3 unexecutable.

In this way the detection of an anomaly initiates a revaluation of the subtask planned at each level in the

control hierarchy. This association of anomalies with subtasks is referred to as anomaly mapping (Figure 5-4).
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Figure 5-3. Planning horizons for levels of the NASREM architecture.

5.4.3 Contingency Planning

When an anomaly has occurred, there must be a plan for contending with it. As described above, the anomaly
will be mapped into preplanned subtasks by the anomaly mapper. If no preplanned subtasks are affected by the

anomaly, the FTS continues to operate as before. This assumes that the anomaly signals will be used by the

evaluation functions during the evaluation of plans. This automatically eliminates from all future plans any
anomaly that identifies a particular subtask as hazardous.

If a preplanned subtask is affected by the anomaly, the FTS system must have a new plan. If the subtask is

far enough out in time, the controller may be able to simply reset the planning process and resume operation. The

creation of a new plan will necessarily avoid the use of the affected subtask, since the associated anomaly variable
will still be true. If the subtask is the currently executing task, then another immediate plan would need to be

initiated. An example would be a plan to immediately bring the system to a HALT state. The operator would
then be queried for a new plan to avoid the hazard.
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Figure 5-4. Anomaly mapping.

5.5 AN EXAMPLE HAZARD SCENARIO

The following example hazard scenario illustrates the concepts just developed. The telerobot has experienced

a failure during a Space Station assembly task involving the connection of power utility lines.

A description of a typical operation of the FTS is followed by description of the anomaly detectors required

to recognize the anomalies. Then we define the anomaly mappers and illustrate their operation. Finally, we

discuss possible contingency plans for hazards.
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5.5.1 Task Decomposition

The starting point of the following example task decomposition in NASREM is the NASA Robotic Assessment
Test Set (RATS) document. 15 It describes the decomposition of a representative set of Level 4 tasks into Level 3
tasks, and on into Levels 2 and 1.

5.5.1.2 Level 3 (E-Move Level) Decomposition

The outputs of the Level 4 are inputs to Level 3. Each command is then decomposed into a Level 2 command.

For example, a set of Level 3 outputs might be:

1. Open/Close - Open and close gripper
2. CMOVE - Move to Cartesian Position

3. Force - Apply specified force/torque

Each Level 3 input command would be decomposed into a sequence of these subcommands. As part of the
plan evaluation, they would be checked to guarantee freedom from collisions.

5.5.1.3 Level 2 (Primitive Level) Decomposition

The outputs of Level 2 are inputs to Level 1. Each command is then decomposed into a Level 1 command.
For example, a set of Level 2 outputs might be:

1. On/Off - Signal to open and close the gripper.

2. D/A Output - Voltage to apply to motor.

Each Level 2 input command would be decomposed into a sequence of these subcommands.

5.5.2 Anomaly Detectors

Anomaly detectors come in a variety of forms, for example: 14'16

1. Emergency Stop Button Depressed
2. Dead-man Switch Released

3. Abnormal Temperatures
4. Excessive Position Errors

5. Excessive Joint Speed
6. Excessive Joint Acceleration
7. Excessive Motor Currents

8. Abnormal Pneumatic Pressures

9. Power Line Surge

10. Power Line drop-out
11. Work Space Intrusion Alarm
12. Data Errors
13. CPU Errors

14. Memory Errors
15. Function Time-outs

Each of these anomalies could be detected by hardware specifically designed for that purpose.
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5.5.3 Anomaly Mapping

After detection, the anomalies are mapped into subtasks. One method of implementation is to start with a

simple table look-up, the rows of the table corresponding to the different anomalies. The table would have n

columns corresponding to the n levels of NASREM that are implemented. The intersections of the rows and

columns list all possible tasks that might create a hazard if executed. Each task that is flagged as hazardous at one

level implicitly identifies all higher level tasks that generated it. In this way only the tasks at the lowest level are

identified as hazardous. This identification will automatically filter up to the higher levels, since the Function

Time-out anomaly (#15) will notify the Executor components of the H-modules that the lower level tasks are not

being completed.

5.5.4 Contingency Planning

Contingency planning depends upon the goals of the recovery process. For example, activation of the Work

Space Intrusion Alarm (Anomaly #11) signals a revaluation of the planned manipulator motion (subtask #1 of

Level 3). Suppose that Sequence #2 (MOVE - Move line to coupler) in the example plan for connecting the utility

line produces a collision. The goal in this case might be creation of a new plan to avoid collision, by replacing

Sequence #2 with several other subtasks. Examples, in their order of complexity, are:

• a sequence of subtasks that remove the object

• a single new MOVE subtask that avoids the object

• a sequence of subtasks that brings the robot to a HALTed state

In an initial version of FTS, the contingency plan might be the last one listed above. In the HALTed state the

robot would simply wait for new commands to be entered by the operator. Although it is not very robust, this

method does address the issues of contingency planning in a straightforward and verifiable manner. A desired

HALT state and a plan for getting there must be specified for every possible subtask implemented by the system.

The system could be tested by creating an anomaly during the execution of a particular subtask, then checking
to see if the system achieves the desired HALT.

5.6 CONCLUSION

The issues of safety from an architectural perspective have been addressed for the NASREM telerobot control

system. The conclusion is that NASREM already has most of the mechanisms required for implementing an

intrinsic safety system. This implementation can be achieved by carefully specifying the operation of the planning
mechanism during hazardous conditions. In the proposed implementation of a safety system, a hazardous

condition is recognized through the use of anomaly detectors and anomaly mappers. The function of these

mechanisms is two-fold: 1) to identify which subtasks are hazardous, and hence unexecutable, and 2) to use in

the evaluation of future plans. When a preplanned task has been identified as hazardous the planning mechanism

is used to produce a contingency plan, such as bringing the operation of the associated devices to a HALT state.

Verification of the safety system could be achieved first by testing a specified set of the anomaly detectors.

A second test would show whether the robot achieves the desired HALT state for any possible anomaly occurring

during the execution of each subtask.
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6.1 INTRODUCTION

NASA has committed to the design and implementation of a Space Station Flight Telerobotic Servicer (FTS)

to assist the astronauts in assembly, maintenance, servicing, and inspection tasks on the Space Station and the
Space Shuttle. 1 FFS has three unique characteristics:

1. It will be required to operate in a much less structured environment than current industrial robots.

2. Most planned actions cannot be tested except at execution.

3. There is little repetition in its actions. Furthermore, the FFS is required to grow and evolve with time.

One of the major requirements of FTS is safety. An acceptable level of safety can only be reached by

analyzing and implementing safety issues through its conceptualization, design, construction, and operation

phases. This safety requirement is not solely dependent on the visible hardware components such as manipu-
lators and hydraulic systems. It is also dependent on the underlying software that controls every action of these

hardware components. In order to achieve maximum safety, software safety must be considered. Software safety
is defined here as a requirement that the software system be reliable and fault-tolerant. That is, it performs its tasks
with a minimum of errors, and can detect, predict, and recover from hardware and software errors or failures.

Although safety issues have been studied since the early stages of robotics applications, emphasis has been

placed on the hardware configuration design and mechanical guarding systems. Software safety is rarely
mentioned. However, there is an increasing consensus on the importance of software safety. 2

The objective of this chapter is to identify issues that need to be addressed in considering software safety and

to summarize state-of-the-art approaches to software safety. Three issues are critical in achieving this.

Software Design Philosophy. This identifies fundamental design requirements for every software package
or system in the FTS. Among these requirements, software validation and verification (V&V) ensures that a

software package has been designed according to its specifications and has been correctly implemented at the

code level. Other requirements might involve the accessibility of internal software status, backup system for
failure, and error recovery. Also considered is AI software, whosebasic structure differs from that of conventional

software. Well-established conventional V&V methods may not be applicable to AI software development,

though the problem has never been fully addressed. However, several promising approaches for AI software

V&V have been proposed recently, and these may give a direction for future AI software development.

Operating Modes and Warning Levels. Different operating modes such as programming, manual, and

execution, should provide different levels of FTS action constraints and safety sensitivity. When a safety violation
is detected, the software system should reason about the degree of seriousness, based on the operation mode and
the type of violation, so that appropriate actions can be taken.

Safety Subsystem Software (Watchdog). A separate safety subsystem (also known as Watchdog) can

provide more reliable software performance. Watchdog is responsible for monitoring both software and
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hard ware functions of the FTS. For software monitoring, Watchdog can check the consistency of information from

redundant sources and/or the correctness of information by graphic simulation or other methods. Hardware

function monitoring needs status information from sensory systems. The Watchdog software must first analyze

the information and determine the existence of failure and violation. When any of these conditions exist, impact/

damage analysis is required before appropriate actions can be taken.

In order to accomplish the items listed above, cooperation with other disciplines will be needed. For example,

the software design philosophy must be incorporated throughout the conceptualization, design, and implemen-

tation phases. A safety subsystem can function fully only if the sensors on which it depends are known to work
properly and if the system is aware of the sensors' limitations. 3

6.2 SOFTWARE DESIGN PHILOSOPHY

Traditional software engineering principles are expected to form a strong basis for FTS software develop-
ment. 4 From a safety standpoint, validation and verification are perhaps the most critical issues in the

development of safe software.
Validation refers to activities that ensure the software meets the customer's reasonable expectations, that is,

what was intended, as opposed to what was written. Verification refers to activities that ensure the software

corresponds to a written description. For exampl e, verification occurs when the source code is shown to
accurately reflect the detailed design specification. _'6 Various groups, such as NASA and DOD, have their own

requirements for V&V. 7 These usually include many varying aspects of software engineering.

Software testing is a major part of V&V. Testing is a set of activities that can be planned in advance and

conducted systematically throughout the software life cycle. The following briefly describes four general testing

steps that correspond directly to the software engineering stages of code, design, requirements, and system
engineering. 6

1. Unit testin X, which focuses on the smallest unit of software design--the module. It assures the integrity of

such things as local data structures, interfaces, and error-handling paths.

2. Integration testing, which tests whether the modules fit together as they should. This is usually performed

in a bottom-up manner, beginning with the atomic modules and adding them together until the program
has been constructed.

3. Validation testing, which is done after the software has been assembled. Here the package is examined to
see if it is in accordance with the customer's expectations.

4. System testing, done after the software is added to the larger system of hardware and information. It

includes recovery testing, stress testing, and performance testing.

Software testing must be done at every phase of building software. Errors should be caught early and

removed so that they do not cause further errors. However, testing alone does not assure quality software.

Software Quality Assurance. Since quality must be incorporated throughout the software engineering
process, much of V&V encompasses what is known as software quality assurance (SQA). 6 This is yet another very

broad area that can only be briefly mentioned. SQA involves such things as analysis and design methods and
tools, formal technical reviews, testing strategies, control of documentation and changes made to it, development

standards, and mechanisms for reporting and measuring quality.

MSFC software engineering guidelines. These guidelines 7 refer to V&V in two ways. First, as particular

phases of the development life-cycle, and second, as an ongoing process in concurrence with the life-cycle. The

reference document describes the typical life-cycle as the following sequence of phases: 1) Conceptual, 2)

Requirements, 3) Design, 4) Code and Debug, 5) Verification, 6) Validation, 7) Systems Integration, and 8)

Operations and Maintenance. The verification phase is to test logic paths, operating modes, and failure modes

against the Software Requirements Specification. In the validation phase emphasis is on system integration

testing.
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V&V as a Management Tool. V&V is also a management tool, which supplements SQA to ensure an orderly

process of software development. Here, V&V is divided into three phases which cover every step of the life-cycle.

Phase I, which covers step 1, consists of requirement analysis and test planning. Phase II, covering steps 3 and

4, is made up of equation and design analysis and facility development. Phase IIl, covering steps 5, 6, 7, and 8,

consists of coding analysis and testing. 7

Currently, software engineering researchers are working on automated and semi-automated tools and

methodologies. An effective methodology can assist a designer with respect to both the design itself and its

verification. 8 There are also tools which help the software engineer to automatically verify code in a number of

different ways. Errors are much less likely to arise in a system that was developed by another system that has been
verified.

Artificial Intelligence Software. Another V&V aspect to be considered is artificial intelligence (AI) software,

especially rule-based systems. Although AI software has been widely used in many applications, its V&V

methodology has not been fully addressed. This has become a major stumbling block to extended use of expert
systems. As stated in Culbert et al., 9 there exists a vicious circle in expert system V&V: V&V of expert systems

is not done because nobody requires it. Nobody requires V&V of expert systems because nobody knows how it

can be accomplished. This cycle must be broken for expert systems to succeed.

In a recent paper, O'Keefe et al. 1° state some useful guidelines for validating expert systems:

1. We must validate systems only against an acceptable performance range for a prescribed input domain.

Previous human performance indicates the acceptable range.
2. We should build validation into the development cycle. Often, we must carry out a cross-sectional

performance validation prior to implementation, and specific validation tests as the system evolves after
implementation.

3. We must choose an appropriate qualitative method: Field-testing may be acceptable for noncritical

applications. Turing tests are useful for comparing systems against experts in blinded evaluations, and can

avoid pro- or anti-computer bias. Subsystem validation and sensitivity analysis are useful for validating
specific areas of concern.

4. We must use quantitative methods where applicable, and as informatively as possible, for instance, to

produce confidence intervals rather than single-point estimates. We must be aware of the multiple-

response problem, and use appropriate multivariate techniques.

Three specific approaches to the V&V of rule-based expert systems have been reported. In the approach
described by Culbert et al., 9'11if proper techniques are used to document requirements, V&V of rule-based expert

systems is possible and may be easier than with conventional code. A common characteristic of expert system

development is that relatively few requirements are initially specified. Typically, a rather vague, very general

requirement is suggested, for instance, "We want a program to do just what Charlie does." Solid requirements
written down in a clear, understandable, easy to test manner generally don't exist. This is why most expert

systems are difficult to verify and validate---not because they are implicitly different from other computer

applications, but because they are commonly developed in a manner which makes them impossible to test!

Therefore, the obvious solution is to use a methodology which will produce written requirements. These can

be referred to throughout development to verify correctness of approach. Also they can be tested at the end of

development to validate the final program. An alternate approach would be to write most of the requirements

and specification documentation after completion of the prototyping phase. In essence, the prototype would form

the basis for the requirements and would act as a "living spec."

Along with a requirements document a test plan should be written. The test plan should describe how the

requirements and/or prototype will be checked for completeness, consistency, feasibility, maintainability and
testability.

Finally, the requirements must be examined to ensure that they can be tested. An advantage of expert systems
is that the system requirements and the rules of problem solving can be coded directly in very high level

descriptions. This makes the requirements and rules examination very simple. The examination can be

performed by a panel consisting of experts, developers, and managers to ensure adequate coverage of all areas
of concern.

A second V&V approach for rule-based expert systems was proposed by St. Clair et al. 12 Their approach

suggests comparing the output set (E) of an expert system with a known set of correct conclusions (C) for a given

set of input data and make decisions on how to refine the rule base. Each system output conclusion can be
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classified into one of the following cases: 1) Correct conclusions, or E _ C, 2) Incorrect conclusions caused by
incomplete or incorrect rules, or E - C, 3) Incorrect conclusions caused by incorrect or missing rules, or C - E. After
a conclusion classification is made, appropriate steps can be taken to fix the rules that were involved in the rule
chaining.

The final approach was proposed by Fernandez and Hinman. 13 There, a hierarchical structure was developed

for an On-Orbit Tele-Robotic system. In order to verify the decisions (or plans) from the AI software, they used

computer graphic simulation. A three-dimensional solid model is built for the work space which is similar to the
3-D simulation of a later section. The simulation will verify that: (1) the planned robot path is correct for the task;

(2) the inverse kinematic equation may be solved at all points along the program (controllability); and (3) the arm

or other components will not collide accidentally with obstacles within the workcell. This key idea is to provide

a chance of rehearsal on a computer graphic simulator, which will also allow human operators to anticipate
problems that may occur.

Other aspects of A1 software verification may involve software components such as a knowledge base and
an inference engine. 9 For a knowledge base, items to be checked include correctness, completeness and

consistency. For an inference engine, rule-matching, conflict resolution, and information updating should be
verified. Very limited literature can be found on this area.

Testing through simulation remains the most effective method available for final validation. However, for

any system of reasonable complexity, exhaustive testing is both prohibitively expensive and time consuming.
Space Shuttle applications typically used extensive testing with data sets representative of the anticipated

problems or failure modes. 9 This method is not guaranteed to eliminate all software bugs, but it can prevent the
anticipated problems.

6.3 OPERATING MODES AND WARNING LEVELS

The FTS will need to be operated in different modes. Each mode determines the allowable conditions and

defines system integrity checks. Software subroutines provide control over the mode of the FTS. 14 Following are
some of the operating modes.

Teaching Mode. The robot learns to perform certain actions by being taught manually, either from a remote
console or by an EVA astronaut. The safety subsystem must be used to monitor all actions. If an astronaut is close

to the robot, restraints such as speed limits on control joints should be applied.

Execution Mode. The manipulator is performing planned actions in "full speed." All monitoring and real-
time simulation subsystems should be functioning.

Programming/Planning Mode. The action plan of the FTS is generated through numerical computation
and/or artificial intelligence reasoning processes. In some cases, programming/planning mode is not allowed
to coexist with execution mode. Under these circumstances, all manipulator actions should be frozen and the

safety subsystem may be shut down for maintenance. However, if programming/planning and execution are

allowed to coexist, the safety subsystem should do its work as well. After an action plan has been generated, an
action simulation can be used to verify the correctness of the plan.

Manual Mode. It is important to provide an operating mode that allows direct or manual control of most

control joints of the manipulator and the robot. This mode is necessary when software errors prevent access of

control joints. During direct manual operation, all monitoring and simulation subsystems should be functioning
and providing warning signals. However, override to any warning should be allowed.

The opera ting modes just described are also important for other safety reasons. First, different safety violation
triggering levels may be required for different modes. For example, during the execution mode when an

astronaut is detected within five meters of the manipulator, a warning may be required. However, a warning may

not be required until the manipulator is within one meter of an astronaut during the teaching mode.
Second, different responses may be required for safety violations or failures in different operation modes.

This requires an analysis and assessment of current operation and status. Uniform responses may not be

adequate. For example, if a dangerous piece of equipment comes close to the robot while it is performing an
automatic task it may be necessary to freeze the robot's action. Of course, this same reaction is not applicable while
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in manual mode. The astronauts may be using the robot with the intention of grasping the piece of equipment,
and so only a warning is required.

A third safety aspect that is associated with operation modes is the "warning levels. ''15 Conventionally, this
method divides the surrounding area of a robot station into several zones, for detection of intrusion and several

layers of protection against it. The zones are implemented with different types of sensors, so that when an

intrusion is detected, appropriate warning signals and reactions can be activated. In the FTS environment, the

telerobot is movable. This means dynamic change of the detection zones. Sensor information and simulation can

be used to determine the location and the surroundings of the telerobot. 16

6.4 SAFETY SUBSYSTEM SOFTWARE

The safety subsystem, also known as the Watchdog Safety Computer System, would be a stand-alone

computer system used to monitor robot-related operations in the FTS. The purpose of this subsystem is to detect
software/hardware operations that are outside the range of normal conditions and to stop the robot before a

collision or any damage occurs to equipment or astronauts. Watchdog requires one or more separate computers,
as well as cooperation with other parts of the FTS system. This includes internal status information about the robot

control software, sensory information from joints, intruder detectors, cameras, and other components.

A software structure that would provide this capability has been discussed by Albus et al. 17 Two aspects,
software protection and system monitoring and simulation, are described next.

6.4.1 Software Protection

Though expensive, redundancy offers a good protection against software failure. A doubly-redundant

system can shut itself down when its two components disagree, and a triply-redundant system can use majority
vote to override one failed component and continue operation. 4'18

Time-outs are another simple and effective software failure test. 4 In a multiprocessor control system, one
might require regular transmissions between all computers and the Watchdog system. The failure of the

Watchdog to receive a transmission on time would indicate a failure in the tested computer.

A status check is a third way to detect software failure. 4 In a status check, one computer sends specific data

to a second computer which can tell if the data is self-consistent. A description of what a given piece of software

is supposed to do could form the basis of one type of simple status check. For example, the software in a computer

controlling a robot arm should at least try to keep each joint position within the physical limits determined by the

design of the arm. Therefore, one simple status check would be for that computer to report the current arm joint
positions to a second computer, with the second computer determining whether the positions are reasonable.
This would require only a little of the second computer's time.

6.4.2 System Monitoring and Simulation

The purpose of system monitoring and simulation is to predict, detect, and prevent robot operation errors
through analyzing system status. This status information can come from two sources. One is the internal status

of the control software--the computer's version of the "world" of the FTS system. The other is information from

various sensors, which provides the "actual" status of the FTS system.

Some safety violations, such as intruders and excessive joint movement, can be detected through simple

status checks. However, many safety violations and failures can be detected only through complex reasoning and
simulation. The following are methods that can be used for violation and/or failure detection.

Status Verification. The purpose is to confirm that the control software's version of the "world" is equivalent

to the actual world. The robot control software contains the current position and motion information of each joint
of the FTS. This information can be obtained through computation or direct sensory feedback. However, software
or hardware errors may result in incorrect information. Since the current world status is the basis of all robot

operations, this error should be detected as early as possible. There are two ways of achieving this status
verification: A second set of sensors can be installed and linked to the Watchdog system. Their status information
can be used to verify the readings of the control software. If there is a difference between the control software's
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status and the Watchdog's status, an error is detected. This approach could be expensive. The other way is using

status information from other sensors such as a vision system to determine the current positions of each joint. A

geometrical structure analysis may be needed to conclude these positions. This information can then be used to

compare with the software's internal status. This method may cost less in hardware, but need more computation,

and the result may not be as accurate as the first method.

Three-Dimensional Solid Model Simulation. This method, also known as "Forbidden Volume Algorithm,"

gives the safety subsystem the ability to impose restrictions on the motion of the manipulator and the robot. Each

object in the work space is represented as a 3-D volume and is stored in a "world model." The volumes of the robot

and the manipulator can be dynamically computed by transforming their physical geometries and joint positions

into 3-D space. Any possible collision can be detected when the robot is about to cross the surface boundary of

an object's volume. With the volume defined as larger than the object, the robot reaches the surface boundary

before colliding with the object. The safety margin can be adjusted by changing the sizes of the object volumes.

Surveys of industrial robot accidents show that a major cause of mishaps is "robot-runaway," where the robot

overshoots its intended motion. Kilmer and others have defined mathematical formulas for computing forbidden
volumes with different levels of risk, depending on robot speed. 19

Forbidden Volume Algorithm also has other applications. First, it can be used to simulate the "planned"
actions before execution. This is important in verifying robot action plans. 13 Second, the physical world can be

displayed as 3-D graphs and can be viewed from different angles as desired. This will give the astronauts a clear

picture of the work space. 13 Third, since the graphic simulation provides views of different angles, it can also be

used to determine if the locations chosen for closed circuit TV cameras will provide an unobstructed view. 13

6.5 CONCLUSIONS AND RECOMMENDATIONS

Software safety will be a key link in the FFS system. Unfortunately, this issue has been rarely mentioned in
the current industrial robotic experience. The chapter has identified three areas that are associated with this issue:

software design philosophy, software operation modes, and a safety subsystem. Among these findings, most are

general safety concepts and will need to be elaborated upon for the final design of the FTS. The following
recommendations are included:

Software Design Philosophy. Validation and verification techniques must be applied to the development

of every software module and system. Much of V&V encompasses what is known as software quality assurance

(SQA), which is applied throughout the software engineering process. SQA involves such things as analysis and

design methods and tools, formal technical reviews, testing strategies, control of documentation and changes

made to it, development standards, and mechanisms for reporting and measuring quality. Among these items,
software testing is a major part of V&V. It consists of four steps:

• Unit testing

• Integrating testing

• Validation testing

• System testing

A well-defined software development life-cycle represents an important point in the development standard.

A typical life-cycle can be described as the following sequence of phases (with possible iteration): 1 ) Conceptual

Phase, 2) Requirements Phase, 3) Design Phase, 4) Coding and Debugging, 5) Verification, 6) Validation, 7)
Systems Integration, and 8) Operations and Maintenance.

Software development tools will also be an important factor in future software implementation. For example,
a software tool such as Hamilton Technologies' 0012° allows the developer to specify software at a much higher

level of abstraction than afforded by a typical HHL. For many SQA items, such as project and documentation

control, the emphasis may be on the management procedures with semi-automated tool support.

For rule-based AI software, it is recommended that system requirements, design and development details,

and test plans be documented. A panel composed of experts and decision makers then examines these
documents.
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Software Operation Modes. It is recommended that the anticipated FTS tasks be analyzed such that various

operation modes can be recognized. Some example operating modes are:

• Teaching

• Programming
• Execution

• Manual

Appropriate safety considerations must be adapted for each mode.

Safety Subsystem Software. A Watchdog safety subsystem is recommended. Although it may be costly, the

Watchdog should cover all safety aspects to the extent possible. Suggested items include software protection,

system monitoring, and simulation. Software protection emphasizes software redundancy and time-out

checking. System monitoring and simultation require separate hardware and software components. The task of

monitoring is performed through status verification which detects any information inconsistency. The task of

simulation is done through the 3-D solid model simulation of the world.

6.6 FUTURE WORKS FOR SOFTWARE SAFETY

The Auburn University team has identified four areas for future FTS safety studies.

Selection and Implementation of Software Safety Methods. The selection and implementation of software

verification and validation methods and the design of the Watchdog safety system will depend on the detailed

specification and design of the FTS. The suitability and cost-effectiveness of each method must be analyzed and

measured based on the detailed FTS design. This analysis and measurement should be performed before the

construction of the software and hardware components of the FTS.

Collision Analysis and Projection. Although in this study various precautions are suggested for the FTS to

avoid collision, certain types of collision may be tolerable. A collision-free FTS can be extremely expensive, due

to extensive computation, simulation, and monitoring. There may be environments in the FTS application in

which "tangent" collision will not damage any components and task procedures. By allowing such collisions, the

FTS performance may be greatly improved. However, the environments and tasks for this type of collison must

be identified and carefully analyzed in the FTS design. Before each application of such cases, the collision effect
must be calculated to ensure safety.

System Performance Projection. Monitoring of major system components (hardware and software) can

provide their performance history. A consistent performance trend can be used to set up a maintenance schedule.

An inconsistent performance history will suggest a component replacement or readjustment. A knowledge-

based system, in which past performance and general rules are stored, could be used to derive this projection.
Experience in manufacturing system can provide a useful guideline.

Intelligent Human-Machine Interface. Although astronauts have the highest priority in accessing and

controlling the FTS, incorrect or unsafe human operations are possible. One way of minimizing this impact is to

provide an intelligent human-machine interface. This interface will predict the intent of human operation, based

on the operating history and current world model. If the human operation is out of the intelligent interface's

prediction scope, a warning will be activated. Acknowledgement from the astronauts is needed to proceed with

the operation. However, under certain environments, an override to the interface warning should be allowed

to provide quick operation. This intelligent interface will be very important in situations involving multiple users.
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7.0 DESIGNING FOR SAFETY

7.1. REQUIREMENTS AND CERTIFICATIONS

Establishing realistic safety requirements and certificating that they are being met are continuous, major

efforts. EVA has traditionally required extensive rehearsals for specific tasks. The FTS provides an opportunity

to ease the limits and expense of outside operations. Design engineers with access to FTS subsystems can

challenge and revise safety requirements during the development of space station rather than having to wait for
on orbit confirmations as with the RMS or MSC arm.

A test facility, such as a cage or restraining volume, can be provided on the operational space station. The

facility can allow for testing of the FTS from the ground or by an IVA astronaut. Such a facility could also be used

to conduct other zero-gravity engineering tests and demonstrations.

7.2 ENGINEERING COMMENTS

Emergency Response

Should the user interface provide an emergency scream response, or other physiological factor, that is speaker

independent? The interface might monitor via radio and audio/air channels. The FTS response might be to freeze
or slow down. The computer would change over to a data collection and survey mode.

Emergency Power

There is always a worry that FTS will lose power and not maintain its basic computer and motor responses.

This is especially important if the device is located at a distant part of the station. Perhaps FTS should have a small,

permanent solar power array and attached battery that could maintain power to the CPU that monitors safety.
It could also power critical communication and joint control circuits. FFS should be able to accept emergency

backup power from an unfurlable solar array, from a space suit power supply, and perhaps via laser or microwave

beam from the station. Conversely, FTS should be able to supply emergency power to a space suit or small

equipment located near the extremities of the Space Station.

Thermal Indicators

The FTS must operate under a greater range of thermal conditions than any other space equipment. Situations

may arise in which crew may have to work on an FTS whose parts are at very different temperatures. Telemetry

on temperature could be provided from points about the FTS to the workstation. Alternatively, liquid crystal

paints or patches that change color with temperature could be placed about the FTS to give direct visual readings.

Some patches might change color permanently if critical temperature limits are exceeded.
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Zero-gravity

Zero-gravity conditions in the space station may pose new operational hazards. There will be a nominal level

of humidity in the station. Care must be taken when bringing a cold FTS into the pressurized environment. Water

will likely form drops throughout the FTS structure and float in zero gravity for long periods. Drops moving
under the electric fields of startup conditions could short out power circuits and pose safety hazards to a crew

member performing and checking out repairs. Dust generated by internal gears, cutting, welding, or turning
screws could also float around inside FTS and then short out power circuits under startup conditions.

7.3 NASA DOCUMENTATION

NASA program documentation of space station is not in the direct purview of the Human-Robot Safety group

but is of crucial importance to safety. We realize that the Space Station program is still in an early phase of

development. However, the early draft documentation available to the group does not emphasize FTS safety.

The 1987 Space Station operations task force document t deals with safety only at the level of introducing topics
into the overall outline. For example, "Safety" is the topic of pages 100-103. No details are provided. We feel that

section IV on "Telescience" on page 115 might also be relevant to the development of the FTS as a device capable
of active safety roles. Other topics include the need for early, extensive crew involvement in the development of

both FTS and related operational procedures. This should start with the design phase so the crew is sufficiently
familiar with FTS. Practical matters, such as the release of stored energy, are important to the crew.

The basic document of the Space Station program 2 has a section (6.0) devoted to Crew Safety. However, it

does not mention the FTS. There should be a comprehensive review of past manned IVA & EVA repair tasks. Such

a review will advance the safety of FTS and its use as an active element in the overall safety of the Space Station.
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8.0 FUTURE WORK

General

Establish a broad, high priority program to identify how the FTS can improve the level of safety in the space
station.

Consider opportunities to use FTS to design in higher safety and to accelerate the requirements and
certification process for space station.

Examine the automation and robotics reports of the phase B and the phase C/D contractors for opportunities
to use FTS to increase space station safety.

Develop scenarios in which the use of FTS provides additional contingent options in both the FEL and the
operations phases.

Presence Detecting Systems

Identify existing and potential systems and examine their applicability in terms of industrial experience and
the projected space station environment.

NASREM

Examine the NASREM architecture and determine how to do anomaly mapping, anomaly detection, and

contingency planning within it. Determine the safest techniques for force control and management of end-
effector position.

Software Safety

Define methods for verifying and validating FTS safety software. Develop and demonstrate useful "watch-
dog" software.

FTS Safety Simulator

Develop a computer simulation of robot performance. Use it to study FTS's response to various emergency
conditions.

FTS Mobility

Mobility would increase the FTS' usefulness significantly. At the same time, self mobility leads to many safety
and engineering problems. A study of mobility is essential, especially since Johnson Space Center is developing
a robot to retrieve EVA astronauts and components that escape the Space Station.
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Human-Machine Interface

A properly designed user interface is important in FTS operations, especially for future expansion. The
interface for the FTS needs further study and consideration.

Autonomy

Autonomy is an important aspect in the evolution of the FTS. Increased autonomy brings about more

usefulness, but at the same time raises many problems such as complexity, cost, and reliability. A study of

autonomy and its benefits and consequences will determine the level needed for the FTS.
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